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Abstract. 

Background. Many physical processes are described by a system of equations of the hyperbolic type 

of the first order. For example, systems of an incompressible viscoelastic polymeric fluid, etc. It is well 

known that second-order equations are derived from them with the help of a number of additional 

restrictions. The solution of inverse problems leads directly to the solution of these systems. Hyperbolic 

systems of equations of the first order describe many physical processes associated with the propagation of 

waves of various nature. For example, we can indicate the systems of equations of acoustics, 

electromagnetic oscillations, the theory of elasticity. Systematic research in this area was carried out in the 

1970s by L.P. Nizhnik, S.P. Belinsky, V.G. Romanov and L.I. Slinyuchev began in the work of scientists. 

Methods. In this work we will use the differential equations, functional analysis, algebraic methods 

and also the principle of contraction mappings. 

Results. For the reduced canonical system of integro-differential equations of viscoelasticity, direct 

and inverse problems of determining the velocity field of elastic waves and the relaxation matrix are posed. 

The problems are replaced by a closed system of integral equations of the second kind of Volterra type with 

respect to the Fourier transform in the variables 𝑥1, 𝑥2, for solving the direct problem and unknowns of the 

inverse problem. Further, the method of contraction mappings in the space of continuous functions with a 

weighted norm is applied to this system. Thus, we prove global existence and uniqueness theorems for 

solutions to the problems posed. 

Discussions. The study of direct and inverse problems posed to a mixed type equation is one of the 

advanced critical and rapidly emerging areas of world science. Their numerical implementation provides an 

applied application for the study of these problems. In this paper, we numerically study the boundary value 

problem posed to a model equation of mixed type. To do this, you need to know the concept of approximation 

and stability. The stability of the difference scheme has been proven. The order of approximation is 

calculated in the work. Further, when the stability and approximation are proved, it is possible to show the 

approximation of the numerical solution to the exact solution. 

Conclusion.  To sum up, we look the kernel is 9 × 9 dimensional diagonal matrix that depends on 

time. To define that function, we put initial-boundary conditions on characteristic lines. Proved the theorem 

of unique solvability. We get the following results, firstly consider the inverse problem of the determination 

kernel in hyperbolic system of n number first-order integro–differential equations, which is of the form of 

9 × 9 matrices depending on variable t , next obtain the theorem of exists unique solution, finally proved 

local theorem in a small interval.    

Keywords: Hyperbolic system, diagonal and inverse quadratic matrices, vector functions, convolution 

kernel, integral equations of Volterra type, principle of contraction mappings, viscoelasticity, resolvent, 

inverse problem, hyperbolic system, Fourier transform. 

Introduction. 

Let us denote by 𝜎𝑖𝑗  the projection onto the 𝑥𝑖 axis of the stress acting on the area with the normal 

parallel to the 𝑥𝑗 axis, and 𝑢𝑖 are the projection onto the 𝑥𝑖 axis of the vector particle displacement. In 

viscoelastic anisotropic media, the stress tensor has the following representation[1]:  

𝜎𝑖𝑗(𝑥, 𝑡) = ∑

3

𝑘,𝑙=1

𝑐𝑖𝑗𝑘𝑙 [𝑆𝑘𝑙 +∫

𝑡

0

𝐾𝑖𝑗(𝑡 − 𝜏)𝑆𝑘𝑙(𝑥, 𝜏)] , 𝑖, 𝑗 = 1,2,3, (1) 

https://buxdu.uz
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𝑆𝑖𝑗 =
1

2
(
𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗

𝜕𝑥𝑖
) , 𝑖, 𝑗 = 1,2,3, 

  

here 𝑐𝑖𝑗𝑘𝑙 = 𝑐𝑖𝑗𝑘𝑙(𝑥3) are module of elasticity 𝐾𝑖𝑗(𝑡) are functions responsible for the viscosity of the 

medium and 𝐾𝑖𝑗 = 𝐾𝑗𝑖 , 𝑖, 𝑗 = 1,3. 

The equations of motion of a viscoelastic body particles in the absence of external forces have the 

form[2]:  

𝜌
𝜕2𝑢𝑖
𝜕𝑡2

=∑

3

𝑗=1

𝜕𝜎𝑖𝑗

𝜕𝑥𝑗
,      𝑖 = 1,3,                                 (2) 

where 𝜌 = 𝜌(𝑥3) is medium density and 𝜌 > 0,  

𝑢(𝑥, 𝑡) = (𝑢1(𝑥, 𝑡), 𝑢2(𝑥, 𝑡), 𝑢3(𝑥, 𝑡)) is displacement vector. 

Note that (1) can be considered as integral Volterra equations of the second kind with respect to the 

expression ∑3𝑘,𝑙=1 𝑐𝑖𝑗𝑘𝑙𝑆𝑘𝑙 . For each fixed pair (𝑖, 𝑗) solving these equations, we get  

𝜎𝑖𝑗(𝑥, 𝑡) = ∑

3

𝑘,𝑙=1

𝑐𝑖𝑗𝑘𝑙𝑆𝑘𝑙 +∫

𝑡

0

𝑟𝑖𝑗(𝑡 − 𝜏)𝜎𝑖𝑗(𝑥, 𝜏)𝑑𝜏,             (3) 

 where 𝑟𝑖𝑗 are the resolvents of the kernels 𝐾𝑖𝑗 and they are related by the following integral relations 

[3]:  

𝑟𝑖𝑗(𝑡) = −𝐾𝑖𝑗(𝑡) − ∫

𝑡

0

𝐾𝑖𝑗(𝑡 − 𝜏)𝑟𝑖𝑗(𝜏)𝑑𝜏,    𝑖, 𝑗 = 1,3.            (4) 

 From the condition 𝐾𝑖𝑗 = 𝐾𝑗𝑖 implies the 𝑟𝑖𝑗 = 𝑟𝑗𝑖 . 

Differentiating (3) with respect to 𝑡 and introducing the notation 𝑢𝑖 =
𝜕

𝜕𝑡
𝑢𝑖 , we get  

𝜕

𝜕𝑡
𝜎𝑖𝑗(𝑥, 𝑡) = ∑

3

𝑘,𝑙=1

𝑐𝑖𝑗𝑘𝑙 (
𝜕𝑢𝑘
𝜕𝑥𝑙

+
𝜕𝑢𝑙
𝜕𝑥𝑘

) + 

𝑟𝑖𝑗(0)𝜎𝑖𝑗(𝑥, 𝑡) + ∫

𝑡

0

𝑟𝑖𝑗
′ (𝑡 − 𝜏)𝜎𝑖𝑗(𝑥, 𝜏)𝑑𝜏, 𝑖, 𝑗 = 1,2,3.            (5) 

Let’s 𝑐𝑖𝑗𝑘𝑙 = 𝑐𝑗𝑖𝑘𝑙 = 𝑐𝑖𝑗𝑙𝑘 = 𝑐𝑘𝑙𝑖𝑗 . The symmetry of the stress tensor reduces the number of 

independent elastic module from 81 to 21. If we assume that 𝑐𝛼𝛽 = 𝑐𝑖𝑗𝑘𝑙, where 𝛼 = (𝑖𝑗) and 𝛽 = (𝑘𝑙), in 

accordance with the notation (11) → 1, (22) → 2, (33) → 3, (23) = (32) → 4, (13) = (31) → 5, (12) =

(21) → 6, then the matrix of independent elastic module can be given the form of a 6 × 6 symmetrical 

matrix. We will consider anisotropic media with a matrix of independent elastic module of the following 

form[4]:  

https://buxdu.uz
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 𝑐𝛼𝛽 =

(

 
 
 
 

𝑐11 𝑐12 𝑐13 0 0 0
𝑐12 𝑐11 𝑐13 0 0 0
𝑐13 𝑐13 𝑐33 0 0 0
0 0 0 𝑐44 0 0
0 0 0 0 𝑐44 0

0 0 0 0 0
𝑐11−𝑐12

2 )

 
 
 
 

. 

Then the system of equations (1) and (2) for the velocity 𝑢𝑖 and strain 𝜎𝑖𝑗(𝜎𝑖𝑗 = 𝜎𝑗𝑖) in view of (3)-

(5) can be written as a system of first-order integro-differential equations. 

(𝐴
𝜕

𝜕𝑡
+ 𝐵

𝜕

𝜕𝑥1
+ 𝐶

𝜕

𝜕𝑥2
+ 𝐷

𝜕

𝜕𝑥3
+ 𝐹)𝑈(𝑥, 𝑡) = ∫

𝑡

0

𝑅(𝑡 − 𝜏)𝑈(𝑥, 𝜏)𝑑𝜏,     (6) 

 where 𝑈 = (𝑢1, 𝑢2, 𝑢3, 𝜎11, 𝜎12, 𝜎13, 𝜎22, 𝜎23, 𝜎33)
∗, ∗ is the transposition sign,  

𝐴 = (
𝜌𝐼3×3 𝑂3×6
𝑂6×3 𝐼6×6

), 

𝐵 =

(

 
 
 
 
 
 
                  𝑂3×3

−1 0 0   0   0 0
  0 0 0 −1   0 0
  0 0 0   0 −1 0

−𝑐11     0     0
−𝑐12     0     0
−𝑐13     0     0
    0 −𝑐44     0
    0     0 −𝑐44
    0     0     0

                  𝑂6×6

)

 
 
 
 
 
 

, 

𝐶 =

(

 
 
 
 
 
 
 
                𝑂3×3

0   0 0 −1 0   0
0 −1 0   0 0   0
0   0 0   0 0 −1

    0 −𝑐12       0
    0 −𝑐11       0
    0 −𝑐13       0
−𝑐44     0       0
    0     0       0

    0     0
𝑐11 − 𝑐12

2

                  𝑂6×6

)

 
 
 
 
 
 
 

, 

𝐷 =

(

 
 
 
 
 
 
 
                    𝑂3×3

0 0   0 0 −1   0
0 0   0 0   0 −1
0 0 −1 0   0   0

    0       0 −𝑐13
    0       0 −𝑐13
    0       0 −𝑐33
    0       0     0
−𝑐44       0     0

    0
𝑐11 − 𝑐12

2
    0

                𝑂6×6

)

 
 
 
 
 
 
 

, 
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𝐹 =

(

 
 
 
 
 

03×3 𝑂3×6

06×3

−𝑟11(0)     0     0     0     0     0
    0 −𝑟22(0)     0     0     0     0
    0     0 −𝑟33(0)     0     0     0
    0     0     0 −𝑟12(0)     0     0
    0     0     0     0 −𝑟13(0)     0
    0     0     0     0     0 −𝑟23(0))

 
 
 
 
 

, 

  

𝑅 = 𝑅(𝑡) =

(

 
 
 
 
 

𝑂3×3 𝑂3×6

𝑂6×3

𝑟′11   0   0   0   0   0

  0 𝑟′22   0   0   0   0

  0   0 𝑟′33   0   0   0

  0   0   0 𝑟′12   0   0

  0   0   0   0 𝑟′13   0

  0   0   0   0   0 𝑟′23)

 
 
 
 
 

.          (7) 

The system (6) can be reduced to a symmetric hyperbolic system [5],[6]. 

We reduce the system (6) to canonical form with respect to the variables 𝑡 and 𝑥3. To do this, 

multiply (6) on the left by 𝐴−1 and compose the equation  

|𝐴−1𝐷 − 𝜆𝐼| = 0,                                                   (8) 

 where 𝐼 is the identity matrix of dimension 9. The last equation with respect to 𝜆 has following 

solutions:  

𝜆1(𝑥3) = −√
𝑐33
𝜌
,    𝜆2(𝑥3) = −√

𝑐44
𝜌
,    𝜆3(𝑥3) = −√

𝑐11 − 𝑐12
2𝜌

,    𝜆4,5,6 = 0,   (9) 

𝜆7(𝑥3) = √
𝑐11 − 𝑐12
2𝜌

,    𝜆8(𝑥3) = √
𝑐44
𝜌
,    𝜆9(𝑥3) = √

𝑐33
𝜌
.              (10) 

  

Now we choose a nondegenerate matrix 𝑇(𝑥3, 𝑡) so that the equality  

 𝑇−1𝐴−1𝐷𝑇 = Λ (11) 

 is hold, where Λ is a diagonal matrix, the diagonal of which contains the eigenvalues (for each fixed 

𝑥3) (9)-(10) of the matrix 𝐴−1𝐷 that is  

Λ =  𝑑𝑖𝑎𝑔 (−√
𝑐33
𝜌
,−√

𝑐44
𝜌
,−√

𝑐11 − 𝑐12
2𝜌

, 0,0,0,√
𝑐11 − 𝑐12
2𝜌

,√
𝑐44
𝜌
,√
𝑐33
𝜌
  ). 

From the formula (11) implies the equality  

𝐴−1𝐷𝑇 = 𝑇Λ, 
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 which means that the column with the number 𝑖 of the matrix 𝑇 is an eigenvector of the matrix 

𝐴−1𝐷𝑇, corresponding to the eigenvalue 𝜆𝑖 . Direct calculations show that the matrix 𝑇, satisfying the above 

conditions, can be chosen as (not uniquely)  

𝑇(𝑥3) = 

=

(

 
 
 
 
 
 
 
 
 
 
 
 
 

0 1 0 0 0 0 0 1 0
0 0 1 0 0 0 1 0 0
1 0 0 0 0 0 0 0 1

−𝑐13√
𝜌

𝑐33
0 0 1 0 1 0 0 𝑐13√

𝜌

𝑐33

−𝑐13√
𝜌

𝑐33
0 0 0 1 0 0 0 𝑐13√

𝜌

𝑐33

−√𝑐33𝜌 0 0 0 0 0 0 0 −√𝑐33𝜌

0 0 0 0 0 1 0 0 0

0 −√𝑐44𝜌 0 0 0 0 0 √𝑐44𝜌 0

0 0 −√(𝑐11 − 𝑐12)𝜌 0 0 0 √(𝑐11 − 𝑐12)𝜌 0 0
)

 
 
 
 
 
 
 
 
 
 
 
 
 

. 

  

We introduce the vector function 𝑈 by the equality  

𝑈 = 𝑇𝜗. 

 Making this change in the equation (6) and then multiplying it on the left by 𝑇−1𝐴−1, then we get  

(𝐼
𝜕

𝜕𝑡
+ Λ

𝜕

𝜕𝑥3
+ 𝐵1

𝜕

𝜕𝑥1
+ 𝐶1

𝜕

𝜕𝑥2
+ 𝐹1)𝜗 = ∫

𝑡

0

𝑅1(𝑡 − 𝜏, 𝑥3)𝜗(𝑥, 𝜏)𝑑𝜏, (12) 

 where  

𝐵1 = 𝑇
−1𝐴−1𝐵𝑇 = (𝑏𝑖𝑗), 𝐶1 = 𝑇

−1𝐴−1𝐶𝑇 = (𝑐𝑖𝑗),   

𝐹1 = 𝑇
−1𝐴−1𝐷

𝜕𝑇

𝜕𝑥3
+ 𝑇−1𝐴−1𝐹𝑇 = (𝑝𝑖𝑗), 

 

𝑅1 = (�̃�𝑖𝑗) =

(

 
 
 
 
 
 
 

�̃�11 0 0 0 0 0 0 0 �̃�19
0 �̃�22 0 0 0 0 �̃�28 0 0
0 0 �̃�33 0 0 0 0 �̃�37 0
�̃�41 0 0 �̃�44 0 �̃�46 0 0 �̃�49
�̃�51 0 0 0 �̃�55 0 0 0 �̃�59
0 0 0 0 0 �̃�66 0 0 0
0 0 �̃�73 0 0 0 0 �̃�77 0
0 �̃�82 0 0 0 0 �̃�88 0 0
�̃�91 0 0 0 0 0 0 0 �̃�99

)

 
 
 
 
 
 
 

,         (13) 
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 where �̃�11 = �̃�99 = −�̃�19 = −�̃�91 =
𝑟′33

2
, �̃�22 = �̃�88 = −�̃�28 = −�̃�82 =

𝑟′13

2
, �̃�33 = �̃�77 = −�̃�37 =

−�̃�73 =
𝑟′23

2
, �̃�41 = −�̃�49 =

𝑐13

𝜆1
(𝑟′11 − 𝑟′33), �̃�44 = 𝑟′11, �̃�46 = 𝑟′11 − 𝑟′12, �̃�51 = −�̃�59 =

𝑐13

𝜆1
(𝑟′22 − 𝑟′23), 

�̃�55 = 𝑟′22, �̃�66 = 𝑟′12. 

The purpose of this article is to study the direct and inverse problems for the system (11). Moreover, 

the direct problem is an initial-boundary value problem for this system in domain (𝑥1, 𝑥2) ∈ ℝ
2, 𝑥3 ∈

(0,𝐻), 𝑡 > 0, and in the inverse problem, the elements of the matrix 𝑅 are assumed to be unknown, which 

are included in the definition of the matrix 𝑅1 (12). 

The outline of this paper organized as follows. Section 1 presents the formulations of the direct and 

inverse problems and investigates the direct problem. In Section 2, the inverse problem is reduced to solving 

of an equivalent closed system of integral equations. In Section 3, we present the formulation and proof of 

the main result, which consists in the unique global solvability of the inverse problem. At the end there is a 

list of literatures used in the article. 

1.  Set up problems and investigation 

Consider the system of equations (12) in the domain  

𝐷 = {(𝑥1, 𝑥2, 𝑥3, 𝑡): (𝑥1, 𝑥2) ∈ ℝ
2, 𝑥3 ∈ (0,𝐻), 𝑡 > 0},      𝐻 = 𝑐𝑜𝑛𝑠𝑡, 

 with a bounded Γ = Γ0 ∪ Γ1 ∪ Γ2: 

Γ0 = {(𝑥1, 𝑥2, 𝑥3, 𝑡): (𝑥1, 𝑥2) ∈ ℝ
2, 0 ≤ 𝑥3 ≤ 𝐻, 𝑡 = 0}, 

Γ1 = {(𝑥1, 𝑥2, 𝑥3, 𝑡): (𝑥1, 𝑥2) ∈ ℝ
2, 𝑥3 = 0, 𝑡 > 0}, 

Γ2 = {(𝑥1, 𝑥2, 𝑥3, 𝑡): (𝑥1, 𝑥2) ∈ ℝ
2, 𝑥3 = 𝐻, 𝑡 > 0}. 

For this system direct problem we pose as follows: determine the solution of the system of equations 

(12)  

 𝜗𝑖|𝑡=0 = 𝜑𝑖(𝑥),      𝑖 = 1,9, (14) 

𝜗𝑖|𝑥3=𝐻 = 𝑔𝑖(𝑥1, 𝑥2, 𝑡),    𝑖 = 1,3,    𝜗𝑖|𝑥3=0 = 𝑔𝑖(𝑥1, 𝑥2, 𝑡),    𝑖 = 7,9.    (15) 

 Here 𝜑𝑖(𝑥), 𝑔𝑖(𝑥1, 𝑥2, 𝑡) are given functions. It is known that [6] the problem (12), (14), (15) is 

posed well. 

The inverse problem is to determine the nonzero components of the matrix kernel 𝑅, that is 𝑟𝑖𝑗(𝑡),

𝑖, 𝑗 = 1,3 (𝑅 is included in 𝑅1 according to the formula (12) ) in (12) if the following conditions are known:  

 𝜗𝑖|𝑥3=0 = ℎ𝑖(𝑥1, 𝑥2, 𝑡),    𝑖 = 1,6, (16) 

 where ℎ𝑖(𝑥1, 𝑥2, 𝑡),    𝑖 = 1,6, are the given functions. 

In the inverse problem, the numbers 𝑟𝑖𝑗(0), 𝑖, 𝑗 = 1,3 are also considered to be given. 

Recently, there has been an increased interest in hyperbolic systems of integro-differential equations 

containing integrals of the convolution type. Such equations describe processes with memory (with 

aftereffect) or, as they are also called, eridite processes [7, p. 180-189]. Such processes are characterized by 

the fact that the change in their state at each moment of time depends on the history of the process. Examples 

of such processes are the deformation of a viscoelastic medium [2, p. 449-453], the processes of propagation 
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of electromagnetic waves in media with dispersion [8, p. 357-392] and dynamics of coexistence and 

development of animal and plant populations of various species [7, p. 193-195]. 

Inverse problems for hyperbolic integro-differential equations have been studied by many authors, we 

note the works [9]–[21] closest to the topic of this article. In works [9]–[11], one-dimensional problems of 

finding the convolution kernel were studied: from the general wave equation [9] and from the viscoelasticity 

equations [11]–[19]. The main results of these works are theorems on the unique solvability of the problems 

posed. In [20], [21], results were obtained on the existence and uniqueness of solutions to some 

multidimensional inverse problems of determining the kernel from second-order hyperbolic integro-

differential equations. 

It seems completely natural to study inverse problems on the determination of the kernels of integral 

terms of a system of integro-differential equations directly in terms of the system itself. This article is a 

natural continuation of this circle of problems and to a certain extent generalizes the results of [22] to the 

case of a three-dimensional system of viscoelasticity equations (1), (2). 

Let functions 𝐹1(𝑥, 𝑡), 𝜑(𝑥), 𝑔𝑖(𝑥1, 𝑥2, 𝑡) included in the right-hand side of (12) and the data (14), 

(15) are compact support in 𝑥1, 𝑥2 for each fixed 𝑥3, 𝑡. From the existence for the system (12) of a compact 

support domain of dependence and compact support with respect to 𝑥1, 𝑥2 of the right-hand side (12) and 

data (14), (15) implies the compact support in 𝑥1, 𝑥2 solutions to the problem (12) - (15). 

Let us study the property of solution to this problem. More precisely, we restrict ourselves to studying 

the Fourier transform in the variables 𝑥1, 𝑥2 of the solution. In what follows, for convenience, we put 𝑥3 = 𝑧 

and introduce the notation 

 

�̂�(𝜂1, 𝜂2, 𝑧, 𝑡) = ∫

ℝ2

𝜗(𝑥1, 𝑥2, 𝑧, 𝑡)𝑒
𝑖[𝜂1𝑥1+𝜂2𝑥2]𝑑𝑥1𝑑𝑥2, 

  

�̂�(𝜂1, 𝜂2, 𝑧, 𝑡) = ∫

ℝ2

𝐹1(𝑥1, 𝑥2, 𝑧, 𝑡)𝑒
𝑖[𝜂1𝑥1+𝜂2𝑥2]𝑑𝑥1𝑑𝑥2, 

 where 𝜂1, 𝜂2 are transformation parameters. 

In terms of the function �̂� we write the problem (12)-(15) as  

(
𝜕

𝜕𝑡
+ 𝜈𝑗

𝜕

𝜕𝑧
) �̂�𝑗(𝑧, 𝑡) = ∑

9

𝑘=1

�̂�𝑗𝑘(𝑧)�̂�𝑘(𝑧, 𝑡) + 

+∫

𝑡

0

∑

9

𝑘=1

�̃�𝑗𝑘(𝑧, 𝜏)�̂�𝑘(𝜂1, 𝜂2, 𝑧, 𝑡 − 𝜏)𝑑𝜏,     𝑗 = 1,9,                       (17) 

 where �̂�𝑗𝑘 = −𝑖𝜂1𝑏𝑗𝑘 − 𝑖𝜂2𝑐𝑗𝑘 − 𝑝𝑗𝑘 . 

We fix 𝜂1, 𝜂2 and for convenience, we introduce the notation �̂�(𝜂1, 𝜂2, 𝑧, 𝑡) = �̂�(𝑧, 𝑡). We will use a 

similar notations for the Fourier images of functions included in the initial, boundary and additional 

conditions(14)-(16):  

 �̂�𝑖|𝑡=0 = �̂�𝑖(𝑧),      𝑖 = 1,9, (18) 

  �̂�𝑖|𝑧=𝐻 = �̂�𝑖(𝑡),    𝑖 = 1,3,    �̂�𝑖|𝑧=0 = �̂�𝑖(𝑡),    𝑖 = 7,9, (19) 
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  �̂�𝑖|𝑧=0 = ℎ̂𝑖(𝑡),    𝑖 = 1,6. (20) 

Where �̂�𝑖(𝑧), 𝑖 = 1,9, �̂�𝑖(𝑡), 𝑖 = 1,2,3,7,8,9 are the Fourier images of the corresponding functions 

from (14), (15) for 𝜂 = 0. We also denote by 𝐷𝐻 the projection of 𝐷 onto the plane 𝑧, 𝑡. In what follows, we 

will consider the system of equations (17) in the domain 𝐷𝐻 ∪ Γ̃ under the conditions (18) and (19). Where 

Γ̃0 = {(𝑧, 𝑡):  0 ≤ 𝑧 ≤ 𝐻, 𝑡 = 0}, Γ̃1 = {𝑧, 𝑡): 𝑧 = 0, 𝑡 > 0}, Γ̃2 = {(𝑧, 𝑡): 𝑧 = 𝐻, 𝑡 > 0}. 

Let us pass from the equalities (17)-(20) to the integral relations for the components of the vector �̂� 

with integration flux along the corresponding characteristics of the equations of the system (17). We denote  

𝜇9(𝑧) = −𝜇1(𝑧) = ∫

𝑧

0

√𝜌(𝛽)

√𝑐33(𝛽)
𝑑𝛽, 𝜇8(𝑧) = −𝜇2(𝑧) = ∫

𝑧

0

√𝜌(𝛽)

√𝑐44(𝛽)
𝑑𝛽, 

𝜇7(𝑧) = −𝜇3(𝑧) = ∫

𝑧

0

√𝜌(𝛽)

√(𝑐11 − 𝑐12)(𝛽)
𝑑𝛽,    𝜇4(𝑧) = 𝜇5(𝑧) = 𝜇6(𝑧) = 0. 

Inverse functions to 𝜇𝑖(𝑧), 𝑖 = 1,9, will be denoted by 𝑧 = 𝜇𝑖
−1(𝑡), 𝑖 = 1,9. Using the introduced 

functions, the equations of characteristics passing through the points (𝑧, 𝑡) on the plane of variables 𝜉, 𝜏 can 

be written in the form  

 𝜏 = 𝑡 + 𝜇𝑖(𝜉) − 𝜇𝑖(𝑧),      𝑖 = 1,9. (21) 

Consider an arbitrary point (𝑧, 𝑡) ∈ 𝐷𝐻 on the plane of variables 𝜉, 𝜏 and draw through it the 

characteristic of the 𝑖   th of the system (17) equation tell to intersection in the domain 𝜏 ≤ 𝑡. The 

intersection point is denoted by (𝑧0
𝑖 , 𝑡0

𝑖 ). Integrating the equations of the system (17) along the 

corresponding characteristics from the point (𝑧0
𝑖 , 𝑡0

𝑖 ) to the point (𝑧, 𝑡) we find 

 

�̂�𝑖(𝑧, 𝑡) = �̂�𝑖(𝑧0
𝑖 , 𝑡0

𝑖 ) + ∫

𝑡

𝑡0
𝑖

∑

9

𝑘=1

�̂�𝑗𝑘(𝜉)�̂�𝑘(𝜉, 𝜏)|𝜉=𝜇𝑖
−1[𝜏−𝑡+𝜇𝑖(𝑧)]

𝑑𝜏 + 

  

+ ∫

𝑡

𝑡0
𝑖

∫

𝜏

0

∑

9

𝑘=1

�̃�𝑗𝑘(𝜉, 𝜏 − 𝛼)�̂�𝑘(𝜉, 𝛼)𝑑𝛼|𝜉=𝜇𝑖
−1[𝜏−𝑡+𝜇𝑖(𝑧)]

𝑑𝜏,      𝑖 = 1,9.    (22) 

 We define in (22) 𝑡0
𝑖 . It depends on the coordinates of the point (𝑧, 𝑡). It is not difficult to see that 

𝑡0
𝑖 (𝑧, 𝑡) has the form  

𝑡0
𝑖 (𝑧, 𝑡) =

{
 
 

 
 {
𝑡 − 𝜇𝑖(𝑧) + 𝜇𝑖(𝐻),   𝑡 ≥ 𝜇𝑖(𝑧) − 𝜇𝑖(𝐻)
0,                      0 < 𝑡 < 𝜇𝑖(𝑧) − 𝜇𝑖(𝐻),

   𝑖 = 1,2,3,

0,                                                                        𝑖 = 4,5,6,

{
𝑡 − 𝜇𝑖(𝑧), 𝑡 ≥ 𝜇𝑖(𝑧),
0,              0 < 𝑡 < 𝜇𝑖(𝑧),

                           𝑖 = 7,8,9.

 

 

Then, from the condition that the pair (𝑧0
𝑖 , 𝑡0

𝑖 ) satisfies the equation (22) it follows  
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   𝑧0
𝑖 (𝑧, 𝑡) = {

𝐻, 𝑡 ≥ 𝜇𝑖(𝑧) − 𝜇𝑖(𝐻),

𝜇𝑖
−1(𝜇𝑖(𝑧) − 𝑡), 0 < 𝑡 < 𝜇𝑖(𝑧) − 𝜇𝑖(𝐻),

𝑖 = 1,2,3, 

  𝑧0
𝑖 (𝑧, 𝑡) = 𝑧, 𝑖 = 4,5,6, 

  𝑧0
𝑖 (𝑧, 𝑡) = {

0, 𝑡 ≥ 𝜇𝑖(𝑧),

𝜇𝑖
−1(𝜇𝑖(𝑧) − 𝑡), 0 < 𝑡 < 𝜇𝑖(𝑧),

𝑖 = 7,8,9. 

The free terms of the integral equations (22) are defined through the initial and boundary conditions 

(18) and (19) as follows:  

 �̂�0
𝑖 (𝑧0

𝑖 , 𝑡0
𝑖 ) = {

�̂�𝑖(𝑡 − 𝜇𝑖(𝑧) + 𝜇𝑖(𝐻)), 𝑡 ≥ 𝜇𝑖(𝑧) − 𝜇𝑖(𝐻),

�̂�𝑖 (𝜇𝑖
−1(𝜇𝑖(𝑧) − 𝑡)) , 0 < 𝑡 < 𝜇𝑖(𝑧) − 𝜇𝑖(𝐻),

  𝑖 = 1,2,3, 

  �̂�0
𝑖 (𝑧0

𝑖 , 𝑡0
𝑖 ) = �̂�𝑖(𝑧),    𝑖 = 4,5,6, 

  �̂�0
𝑖 (𝑧0

𝑖 , 𝑡0
𝑖 ) = {

�̂�𝑖(𝑡 − 𝜇𝑖(𝑧)), 𝑡 ≥ 𝜇𝑖(𝑧),

�̂�𝑖 (𝜇𝑖
−1(𝜇𝑖(𝑧) − 𝑡)) , 0 < 𝑡 < 𝜇𝑖(𝑧),

  𝑖 = 7,8,9. 

We require that the functions �̂�𝑖(𝑧0
𝑖 , 𝑡0

𝑖 ) be continuous in the domain 𝐷. Note that for the fulfillment of 

these conditions, the given functions �̂�𝑖 and �̂�𝑖 must satisfy the matching conditions at the corner points of 

the domain 𝐷, that is  

 �̂�𝑖(0) = �̂�𝑖(𝐻),    𝑖 = 1,2,3,        �̂�𝑖(0) = �̂�𝑖(0),    𝑖 = 7,8,9. (23) 

Here and below, the values of the functions �̂�𝑖 , 𝑖 = 1,2,3,7,8,9 at 𝑡 = 0 and functions �̂�𝑖 , 𝑖 =

1,2,3,7,8,9 at 𝑧 = 0 and 𝑧 = 𝐻 are understood as the limit at these points when the argument tends from the 

side of the point where these functions are defined. 

Suppose that all given functions included in (22) are continuous functions of their arguments in 𝐷𝐻. 

Then this system of equations is a closed system of integral equations of the Volterra type of the second kind 

with continuous kernels and free terms. As usual, such a system has a unique solution in the bounded 

subdomain 𝐷𝐻𝑇 = {(𝑧, 𝑡): 0 < 𝑧 < 𝐻, 0 < 𝑡 < 𝑇}, 𝑇 > 0 are some fixed number, domain 𝐷𝐻. 

Thus, the following statement is hold: 

Theorem 1.  Assume functions 𝐹1(𝑥, 𝑡), 𝜑(𝑥), 𝑥 ∈ ℝ
3, 𝑔(𝑥1, 𝑥2, 𝑡) are compact support in 𝑥1, 𝑥2 for 

each fixed 𝑥3, 𝑡. Let be 𝜌(𝑧), 𝑐33(𝑧), 𝑐44(𝑧), 𝑐11(𝑧), 𝑐12(𝑧), �̂�(𝑧) ∈ 𝐶
1[0,∞), �̂�(𝑡) ∈ 𝐶1[0,∞), 𝜌(𝑧) > 0, 

𝑐33(𝑧) > 0, 𝑐44(𝑧) > 0, 𝑐11(𝑧) > 0, 𝑐12(𝑧) > 0, 𝑟𝑖𝑗(𝑡) ∈ 𝐶
1[0,∞), 𝑖, 𝑗 = 1,2, and conditions (23) are 

satisfied. Then there is a unique solution to the problem (17)-(19) in the domain 𝐷𝐻𝑇. 

The problem (17)-(19) in the domain 𝐷𝐻𝑇 is equivalent to a linear integral equation of the second kind 

of Volterra type with respect to �̂�. As follows from the theory of linear integral equations, it has a unique 

solutions [23]. So we drop it. 

Let us introduce the vector function 𝜔(𝑧, 𝑡) =
𝜕�̂�

𝜕𝑡
(𝑧, 𝑡). To obtain a problem for a function 𝜔(𝑧, 𝑡) 

similar to (17) – (20) differentiate the equations (17) and the boundary conditions (22) with respect to the 

variable 𝑡, and the condition for 𝑡 = 0 is found using the equations (17) and the initial conditions (18). In 

this case, we get  

(
𝜕

𝜕𝑡
+ 𝜆𝑖

𝜕

𝜕𝑧
)𝜔𝑖(𝑧, 𝑡) = ∑

9

𝑘=1

�̂�𝑖𝑘(𝑧)𝜔𝑘(𝑧, 𝑡) + 
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+∑

9

𝑘=1

�̃�𝑖𝑘(𝑧, 𝑡)�̂�𝑖(𝑧) + ∫

𝑡

0

∑

9

𝑘=1

�̃�𝑖𝑘(𝑧, 𝜏)𝜔𝑘(𝑧, 𝑡 − 𝜏)𝑑𝜏,      𝑖 = 1,9,          (24) 

𝜔𝑖|𝑡=0 = Φ𝑖(𝑧),      𝑖 = 1,9,                                         (25) 

  

𝜔𝑖|𝑧=𝐻 =
𝑑

𝑑𝑡
�̂�𝑖(𝑡),    𝑖 = 1,3,    𝜔𝑖|𝑧=0 =

𝑑

𝑑𝑡
�̂�𝑖(𝑡),    𝑖 = 7,9,            (26) 

 where Φ𝑖(𝑧) = −𝜆𝑖
𝜕�̂�𝑖(𝑧)

𝜕𝑧
+ ∑9𝑗=1 �̂�𝑗𝑖(𝑧)�̂�𝑖(𝑧), 𝑖 = 1,9. 

For functions 𝜔𝑖 additional conditions (20) gets  

𝜔𝑖|𝑧=0 =
𝑑

𝑑𝑡
ℎ̂𝑖(𝑡),    𝑖 = 1,6.                                      (27)   

Integration along the corresponding characteristics again brings the problem (24)—(26) integral 

equations  

𝜔𝑖(𝑧, 𝑡) = 𝜔𝑖(𝑧0
𝑖 , 𝑡0

𝑖 ) + 

+ ∫

𝑡

𝑡0
𝑖

∑

9

𝑘=1

�̂�𝑖𝑘(𝜉)𝜔𝑘(𝜉, 𝜏)|𝜉=𝜇𝑖
−1[𝜏−𝑡+𝜇𝑖(𝑧)]

𝑑𝜏 + ∫

𝑡

𝑡0
𝑖

[∑

9

𝑘=1

�̃�𝑖𝑘(𝜉, 𝜏)�̂�𝑖(𝜉) + 

+∫

𝜏

0

∑

9

𝑘=1

�̃�𝑖𝑘(𝜉, 𝜏 − 𝛼)𝜔𝑘(𝜉, 𝛼)𝑑𝛼]

𝜉=𝜇𝑖
−1[𝜏−𝑡+𝜇𝑖(𝑧)]

𝑑𝜏,   𝑖 = 1,9.         (28) 

In equations (28), 𝜔𝑖(𝑧0
𝑖 , 𝑡0

𝑖 ) are defined as follows:  

𝜔𝑖(𝑧0
𝑖 , 𝑡0

𝑖 ) = {

𝜕

𝜕𝑡
�̂�𝑖(𝑡 − 𝜇𝑖(𝑧) + 𝜇𝑖(𝐻)), 𝑡 ≥ 𝜇𝑖(𝑧) − 𝜇𝑖(𝐻),

Φ𝑖 (𝜇𝑖
−1(𝜇𝑖(𝑧) − 𝑡)) , 0 < 𝑡 < 𝜇𝑖(𝑧) − 𝜇𝑖(𝐻),

  𝑖 = 1,2,3, 

 

�̂�0
𝑖 (𝑧0

𝑖 , 𝑡0
𝑖 ) = Φ𝑖(𝑧),    𝑖 = 4,5,6, 

 

𝜔𝑖(𝑧0
𝑖 , 𝑡0

𝑖 ) = {

𝜕

𝜕𝑡
�̂�𝑖(𝑡 − 𝜇𝑖(𝑧)), 𝑡 ≥ 𝜇𝑖(𝑧),

Φ𝑖 (𝜇𝑖
−1(𝜇𝑖(𝑧) − 𝑡)) , 0 < 𝑡 < 𝜇𝑖(𝑧),

  𝑖 = 7,8,9. 

Let the following conditions hold 

[
𝜕�̂�𝑖(𝑡)

𝜕𝑡
]
𝑡=0

= −𝜆𝑗 [
𝜕𝜑�̂�(𝑧)

𝜕𝑧
]
𝑧=𝐻

+∑

9

𝑗=1

𝑝𝑖𝑗(𝐻)�̂�𝑗(𝐻),    𝑖 = 1,3,   (29) 
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[
𝜕�̂�𝑖(𝑡)

𝜕𝑡
]
𝑡=0

= −𝜆𝑗 [
𝜕𝜑�̂�(𝑧)

𝜕𝑧
]
𝑧=0

+∑

9

𝑗=1

𝑝𝑖𝑗(0)�̂�𝑗(0),    𝑖 = 7,9.  (30) 

It is easy to see that the conditions for matching the initial and boundary data (25), (26) in corner 

points of the domain 𝐷𝐻 coincide with the relations (29) and (30). Hence it is clear that for the fulfillment 

of the same equalities (29) and (30) equations (28) will have unique continuous solutions 𝜔𝑖(𝑧, 𝑡), or the 

same 
𝜕

𝜕𝑡
�̂�𝑖(𝑧, 𝑡). 

2.  Study of the inverse problem 

Consider an arbitrary point (𝑧, 0) ∈ 𝐷𝐻𝑇 and draw through it the characteristics (21) for 𝑖 = 1,2,3, up 

to the intersection with the left lateral boundary of the domain 𝐷𝐻. Integrating the first three components of 

the equation (24), we obtain 

 

𝜔𝑖(𝑧, 0) = 𝜔𝑖(𝛾𝑖𝐻, 𝑡1
𝑖) − 

−∫

𝑡1
𝑖

0

∑

9

𝑘=1

�̂�𝑖𝑘(𝜉)𝜔𝑘(𝜉, 𝜏)|𝜉=𝜇𝑖
−1[𝜏+𝜇𝑖(𝑧)]

𝑑𝜏 − ∫

𝑡1
𝑖

0

[�̃�𝑖𝑘(𝜉, 𝜏)�̂�𝑖(𝜉) + 

+∑

9

𝑘=1

∫

𝜏

0

∑

9

𝑘=1

�̃�𝑖𝑘(𝜉, 𝜏 − 𝛼)𝜔𝑘(𝜉, 𝛼)𝑑𝛼]

𝜉=𝜇𝑖
−1[𝜏+𝜇𝑖(𝑧)]

𝑑𝜏,      𝑖 = 1,9.       (31) 

where 𝑡1
𝑖 = {

𝛾𝑖𝜇𝑖(𝐻) − 𝜇𝑖(𝑧), 𝑖 = 1,2,3,7,8,9,
0 𝑖 = 4,5,6,

 𝛾𝑖 = {
0, 𝑖 = 1,2,3,4,5,6,
1, 𝑖 = 7,8,9.

 

After many simple observation, we taken into account the initial conditions (27), those characteristics 

that are perpendicular to the 𝑂𝑍 axis are differentiable with respect to the variable 𝑡, and other with respect 

to the variable 𝑧. Used equality (13), (26), (27) and (31), we get following the integral equation:  

𝑟′11(𝑡) = 𝑀1𝑄1 −𝑀1∫

𝑡

0

(𝑟′11 − 𝑟
′
12)(𝜏)

𝑑

𝑑𝑡
ℎ̂6(𝑡 − 𝜏)𝑑𝜏 + 

+∫

𝑡

0

𝑟′12(𝜏)
𝑑

𝑑𝑡
ℎ̂6(𝑡 − 𝜏)𝑑𝜏 − 𝑀1∫

𝑡

0

[ 
𝑐13
𝜆1
(𝑟′11 − 𝑟

′
33)(𝜏)

𝑑

𝑑𝑡
(ℎ̂1 − �̂�9)(𝑡 − 𝜏) + 

+𝑟′11(𝜏)
𝑑

𝑑𝑡
ℎ̂4(𝑡 − 𝜏)] 𝑑𝜏 + 2𝑐13∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�1𝑗(𝜉)𝜔𝑗(𝜉, 𝜏)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 + 

  

+𝑐13∫

𝑡

0

𝑟′33(𝜏)
𝜕

𝜕𝑧
(�̂�1 − �̂�9)(𝜉)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 

−
𝑐13
𝜆1
∫

𝑡

0

𝑟′33(𝜏)
𝑑

𝑑𝑡
(ℎ̂1 − �̂�9)(𝑡 − 𝜏)𝑑𝜏 + 
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+𝑐13∫

𝑡

0

∫

𝜏

0

𝑟′33(𝛼)
𝜕

𝜕𝑧
(𝜔1 − 𝜔9)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏,              (32) 

𝑟′12(𝑡) = 𝑄2 − [�̂�6(0)]
−1∫

𝑡

0

𝑟′12(𝜏)
𝑑

𝑑𝑡
ℎ̂6(𝑡 − 𝜏)𝑑𝜏,         (33) 

  

𝑟′13(𝑡) = −2𝑀2𝑄3(𝑧) + 2𝑀2∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�2𝑗(𝜉)𝜔𝑗(𝜉, 𝜏)|𝜉=𝜇2−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀2∫

𝑡

0

𝑟′13(𝜏)
𝜕

𝜕𝑧
(�̂�2 − �̂�8)(𝜉)|𝜉=𝜇2−1[𝑡−𝜏]𝑑𝜏 − 

−𝑀3∫

𝑡

0

𝑟′13(𝜏)
𝑑

𝑑𝑡
(ℎ̂2 − �̂�8)(𝑡 − 𝜏)𝑑𝜏 + 

+𝑀2∫

𝑡

0

∫

𝜏

0

𝑟′13(𝛼)
𝜕

𝜕𝑧
(𝜔2 −𝜔8)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇2−1[𝑡−𝜏]𝑑𝜏,    (34) 

𝑟′22(𝑡) = 𝑀4𝑄4 +𝑀5𝜆1𝑀6∫

𝑡

0

𝑟′23(𝜏)
𝜕

𝜕𝑧
(�̂�3 − �̂�7)(𝜉)|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏 − 

−𝑀5∫

𝑡

0

𝑟′23(𝜏)
𝑑

𝑑𝑡
(ℎ̂3 − �̂�7)(𝑡 − 𝜏)𝑑𝜏 + 

+2𝑀6∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�3𝑗(𝜉)𝜔𝑗(𝜉, 𝜏)|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀5𝜆1∫

𝑡

0

∫

𝜏

0

𝑟′23(𝛼)
𝜕

𝜕𝑧
(𝜔3 −𝜔7)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀4∫

𝑡

0

𝑟′23(𝜏) [
𝑐13
𝜆1

𝑑

𝑑𝑡
(ℎ̂1 − �̂�9)(𝑡 − 𝜏)] 𝑑𝜏 + 

+𝑀4∫

𝑡

0

𝑟′33(𝜏)
𝑐13
𝜆1

𝑑

𝑑𝑡
(ℎ̂1 − �̂�9)(𝑡 − 𝜏)𝑑𝜏 + 

+𝑀5∫

𝑡

0

𝑟′33(𝜏)
𝜕

𝜕𝑧
(�̂�1 − �̂�9)(𝜉)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 + 
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+2𝑀5∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�1𝑗(𝜉)𝜔𝑗(𝜉, 𝜏)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀5∫

𝑡

0

∫

𝜏

0

𝑟′33(𝛼)
𝜕

𝜕𝑧
(𝜔1 −𝜔9)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏,         (35) 

𝑟′23(𝑡) = −2𝑀6𝑄5(𝑧) + 𝑀6∫

𝑡

0

𝑟′23(𝜏)
𝜕

𝜕𝑧
(�̂�3 − �̂�7)(𝜉)|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏 − 

−𝑀7∫

𝑡

0

𝑟′23(𝜏)
𝑑

𝑑𝑡
(ℎ̂3 − �̂�7)(𝑡 − 𝜏)𝑑𝜏 + 

+2𝑀6∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�3𝑗(𝜉)𝜔𝑗(𝜉, 𝜏)|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀6∫

𝑡

0

∫

𝜏

0

𝑟′23(𝛼)
𝜕

𝜕𝑧
(𝜔3 −𝜔7)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏,   (36) 

𝑟′33(𝑡) = −2𝑀8𝑄6(𝑧) + 2𝑀8∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�1𝑗(𝜉)𝜔𝑗(𝜉, 𝜏)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀8∫

𝑡

0

𝑟′33(𝜏)
𝜕

𝜕𝑧
(�̂�1 − �̂�9)(𝜉)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 − 𝑀9∫

𝑡

0

𝑟′33(𝜏)
𝑑

𝑑𝑡
(ℎ̂1 − �̂�9)(𝑡 − 𝜏)𝑑𝜏 

+𝑀8∫

𝑡

0

∫

𝜏

0

𝑟′33(𝛼)
𝜕

𝜕𝑧
(𝜔1 −𝜔9)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏,     (37) 

 where, 𝑀1 = [
𝑐13

𝜆1
(�̂�1(0) − �̂�9(0)) + �̂�4(0) + �̂�6(0)]

−1
, 𝑀2 = 𝜆2[�̂�2(0) − �̂�8(0)]

−1,  𝑀3 =

[�̂�2(0) − �̂�8(0)]
−1, 𝑀4 = [

𝑐13

𝜆1
(�̂�9(0) − �̂�1(0)) + �̂�5(0)]

−1
,  

𝑀5 = (1 − �̂�5(0)𝑀4)[�̂�3(0) − �̂�7(0)]
−1, 𝑀6 = 𝜆2[�̂�3(0) − �̂�7(0)]

−1, 𝑀7 = [�̂�3(0) − �̂�7(0)]
−1, 

𝑀8 = 𝜆1[�̂�1(0) − �̂�9(0)]
−1, 𝑀9 = [�̂�1(0) − �̂�9(0)]

−1,  

 

𝑄1 = 𝑀1 [
𝑑2

𝑑𝑡2
ℎ̂5(𝑡) − ∑

9
𝑗=1 �̂�5𝑗(0)𝜔𝑗(0, 𝑡)] − 2𝑐13 [

𝜕

𝜕𝑧
[
𝑑

𝑑𝑡
ℎ̂1(𝑡1

3)]
𝜕

𝜕𝑧
Φ1(𝑧) −

1

𝜆1
∑9𝑖=1 �̂�1𝑖(0)𝜔𝑖(0, 𝑡)], 𝑄2 =

𝑑2

𝑑𝑡2
ℎ̂6(𝑡) − ∑

9
𝑗=1 �̂�6𝑗(0)𝜔𝑗(0, 𝑡), 

𝑄3 =
𝜕

𝜕𝑧
[
𝑑

𝑑𝑡
ℎ̂2(𝑡1

2)]
𝜕

𝜕𝑧
Φ2(𝑧) −

1

𝜆2
∑

9

𝑖=1

�̂�2𝑖(0)𝜔𝑖(0, 𝑡), 

https://buxdu.uz



EXACT AND NATURAL SCIENCES 

SCIENTIFIC REPORTS OF BUKHARA STATE UNIVERSITY 2022/4 (92)                       43 

𝑄4 = 𝑀4 [
𝑑2

𝑑𝑡2
ℎ̂4(𝑡) − ∑

9
𝑗=1 �̂�4𝑗(0)𝜔𝑗(0, 𝑡)] − 2𝑀5𝜆1 [

𝜕

𝜕𝑧
[
𝑑

𝑑𝑡
ℎ̂3(𝑡1

3)]
𝜕

𝜕𝑧
Φ3(𝑧) −

1

𝜆3
∑9𝑖=1 �̂�3𝑖(0)𝜔𝑖(0, 𝑡)],  

𝑄5 = −2𝑀6 [
𝜕

𝜕𝑧
[
𝑑

𝑑𝑡
ℎ̂3(𝑡1

3)]
𝜕

𝜕𝑧
Φ3(𝑧) −

1

𝜆3
∑9𝑖=1 �̂�3𝑖(0)𝜔𝑖(0, 𝑡)],  

𝑄6 = −2𝑀8 [
𝜕

𝜕𝑧
[
𝑑

𝑑𝑡
ℎ̂1(𝑡1

3)]
𝜕

𝜕𝑧
Φ1(𝑧) −

1

𝜆1
∑9𝑖=1 �̂�1𝑖(0)𝜔𝑖(0, 𝑡)],  

  
𝑐13

𝜆1
(�̂�1(0) − �̂�9(0)) + �̂�4(0) + �̂�6(0) ≠ 0, �̂�2(0) − �̂�8(0) ≠ 0, (38) 

  
𝑐13

𝜆1
(�̂�9(0) − �̂�1(0)) + �̂�5(0) ≠ 0, �̂�3(0) − �̂�7(0) ≠ 0, �̂�1(0) − �̂�9(0) ≠ 0. (39) 

The equation (32) − (3237) contains unknown functions 
𝜕𝜔𝑗

𝜕𝑧
, 𝑗 = 1,9. For them we will receive 

integral equations from (28) by differentiating them with respect to the variable 𝑧. Moreover, we have  

𝜕

𝜕𝑧
𝜔𝑖(𝑧, 𝑡) =

𝜕

𝜕𝑧
𝜔𝑖(𝑧0

𝑖 , 𝑡0
𝑖 ) −

𝜕

𝜕𝑧
𝑡0
𝑖 [∑

9

𝑘=1

�̂�𝑖𝑘(𝑧0
𝑖 )𝜔𝑘(𝑧0

𝑖 , 𝑡0
𝑖 ) +∑

9

𝑘=1

�̃�𝑖𝑘(𝑧0
𝑖 , 𝑡0

𝑖 )�̂�𝑖(𝑧0
𝑖 )] 

+ ∫

𝑡

𝑡0
𝑖

𝜕

𝜕𝑧
[∑

9

𝑘=1

�̂�𝑖𝑘(𝜉)𝜔𝑘(𝜉, 𝜏) +∑

9

𝑘=1

�̃�𝑖𝑘(𝜉, 𝜏)�̂�𝑖(𝜉)] |𝜉=𝜇𝑖
−1[𝜏−𝑡+𝜇𝑖(𝑧)]

𝑑𝜏 + 

+
𝜕

𝜕𝑧
𝑡0
𝑖 ∫

𝑡0
𝑖

0

∑

9

𝑘=1

�̃�𝑖𝑘(𝜉, 𝑡0
𝑖 − 𝜏)𝜔𝑘(𝜉, 𝜏)|𝜉=𝜇𝑖

−1[𝑡0
𝑖−𝑡+𝜇𝑖(𝑧)]

𝑑𝜏 + 

+ ∫

𝑡

𝑡0
𝑖

∫

𝜏

0

𝜕

𝜕𝑧
∑

9

𝑘=1

�̃�𝑖𝑘(𝜉, 𝜏 − 𝛼)𝜔𝑘(𝜉, 𝛼)𝑑𝛼|𝜉=𝜇𝑖
−1[𝜏−𝑡+𝜇𝑖(𝑧)]

𝑑𝜏,      𝑖 = 1,9.    (40) 

We require the fulfillment of the matching conditions 

 [−𝜆𝑗
𝜕�̂�𝑖(𝑧)

𝜕𝑧
]𝑧=0 +∑

9
𝑗=1 𝑝𝑖𝑗(0)�̂�𝑗(0) = [

𝑑

𝑑𝑡
ℎ̂𝑖]𝑡=0,        𝑖 = 1,6. (41) 

3.  Main result and its proof 

The main result of this work is the following theorem: 

  Theorem 2: Let the conditions of Theorem 1 are satisfaed, besides 𝜑𝑖(𝑧) ∈ 𝐶
2[0, 𝐻], 𝑖 = 1,9, 

𝜓𝑖(𝑡) ∈ 𝐶
2[0, ∞), 𝑖 = 1,2,3,7,8,9, ℎ𝑖(𝑡) ∈ 𝐶

2(0,∞), 𝑖 = 1,6, equality (38),(39) and matching conditions 

(23), (29), (30), (41) hold. Then for any 𝐻 > 0 on the segment [0, 𝐻] there is a unique solution to the inverse 

problems (12), (14), (15) and (16) from class 𝑅1(𝑧, 𝑡) ∈ 𝐶
1[0, 𝐻].  

  Proof.  Equations (28), (32)–(37) and (40) supplemented by the initial and boundary conditions from 

the equalities (24) forms a closed system of equations for the unknowns 𝜔𝑖(𝑧, 𝑡), 𝑖 = 1,9, 𝑟′𝑖𝑗(𝑡), 𝑖, 𝑗 = 1,3, 
𝜕

𝜕𝑧
𝜔𝑖(𝑧, 𝑡), 𝑖 = 1,9. Consider now a square  

𝐷0: = {(𝑧, 𝑡): 0 ≤ 𝑧 ≤ 𝐻, 0 ≤ 𝑡 ≤ 𝜇0}, 

where 𝜇0 = max
1≤𝑖≤3,7≤𝑖≤9

{𝜇𝑚(𝑖)(𝐻)}. 
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Equations (28), (32)–(37) and (40) show that the values of the functions 𝜔𝑖(𝑧, 𝑡), 𝑖 = 1,9, 𝑟′𝑖𝑗(𝑡), 

𝑖, 𝑗 = 1,3, 
𝜕

𝜕𝑧
𝜔𝑖(𝑧, 𝑡), 𝑖 = 1,9 at (𝑧, 𝑡) ∈ 𝐷0 are expressed through integrals of some combinations of the 

same functions over segments lying in 𝐷0. 

Let us write down the equations (28), (32)–(37) and (40) in the form of a closed system of integral 

equations of Volterra type of the second kind. To do this, we introduce into consideration the vector function 

𝜐(𝑧, 𝑡) = (𝜐𝑖
1, 𝜐𝑗

2, 𝜐𝑖
3), 𝑖 = 1,9, 𝑗 = 1,6, setting their components by equalities  

 𝜐𝑖
1(𝑧, 𝑡) = 𝜔𝑖(𝑧, 𝑡),      𝑖 = 1,9, (42) 

𝜐1
2(𝑡) = 𝑟′11(𝑡), 𝜐2

2(𝑡) = 𝑟′12(𝑡), 𝜐3
2(𝑡) = 𝑟′13(𝑡), 𝜐4

2(𝑡) = 𝑟′22(𝑡), 

 𝜐5
2(𝑡) = 𝑟′23(𝑡), 𝜐6

2(𝑡) = 𝑟′33(𝑡),                       (43) 

𝜐𝑖
3(𝑧, 𝑡) =

𝜕

𝜕𝑧
𝜔𝑖(𝑧, 𝑡) −

𝑟′33(𝑡0
𝑖 )

2
(�̃�1(𝑧0

𝑖 ) − �̃�9(𝑧0
𝑖 ))

𝜕

𝜕𝑧
𝑡0
𝑖 ,      𝑖 = 1,9, (44) 

𝜐𝑖
3(𝑧, 𝑡) =

𝜕

𝜕𝑧
𝜔𝑖(𝑧, 𝑡) −

𝑟′23(𝑡0
𝑖 )

2
(�̃�2(𝑧0

𝑖 ) − �̃�8(𝑧0
𝑖 ))

𝜕

𝜕𝑧
𝑡0
𝑖 ,      𝑖 = 2,7,    (45) 

𝜐𝑖
3(𝑧, 𝑡) =

𝜕

𝜕𝑧
𝜔𝑖(𝑧, 𝑡) −

𝑟′13(𝑡0
𝑖 )

2
(�̃�3(𝑧0

𝑖 ) − �̃�7(𝑧0
𝑖 ))

𝜕

𝜕𝑧
𝑡0
𝑖 ,      𝑖 = 3,8,     (46) 

𝜐𝑖
3(𝑧, 𝑡) =

𝜕

𝜕𝑧
𝜔𝑖(𝑧, 𝑡),      𝑖 = 4,6.                        (47) 

Then the system of equations (28), (32)–(37) and (40) takes operator-vector form  

 𝜐 = 𝐴𝜐, (48) 

 where the operator 𝐴 = (𝐴𝑖
1, 𝐴𝑗

2, 𝐴𝑖
3), 𝑖 = 1,9,    𝑗 = 1,6, in accordance with the right-hand sides 

follow equations (28), (32)–(37) and (40). Taking into the equations (28) and the expression of (42), defined 

as follows  

𝐴𝑖
1𝜐 = 𝜐𝑖

01(𝑧, 𝑡) + ∫

𝑡

𝑡0
𝑖

[∑

9

𝑗=1

�̂�𝑖𝑗(𝜉)𝜐𝑗
1(𝜉, 𝜏) −

𝜐6
2(𝜏)

2
(�̂�1 − �̂�9)(𝜉)] |𝜉=𝜇1−1[𝜏−𝑡+𝜇1(𝑧)]𝑑𝜏 

− ∫

𝑡

𝑡0
𝑖

∫

𝜏

0

𝜐6
2(𝛼)

2
(𝜐1
1 − 𝜐9

1)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇1−1[𝜏−𝑡+𝜇1(𝑧)]𝑑𝜏,      𝑖 = 1,9,    (49) 

𝐴𝑖
1𝜐 = 𝜐𝑖

01(𝑧, 𝑡) + ∫

𝑡

𝑡0
𝑖

[∑

9

𝑗=1

�̂�𝑖𝑗(𝜉)𝜐𝑗
1(𝜉, 𝜏) −

𝜐3
2(𝜏)

2
(�̂�2 − �̂�8)(𝜉)] |𝜉=𝜇2−1[𝜏−𝑡+𝜇2(𝑧)]𝑑𝜏 

− ∫

𝑡

𝑡0
𝑖

∫

𝜏

0

𝜐3
2(𝛼)

2
(𝜐2
1 − 𝜐8

1)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇2−1[𝜏−𝑡+𝜇2(𝑧)]𝑑𝜏,      𝑖 = 2,8, (50) 
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𝐴𝑖
1𝜐 = 𝜐𝑖

01(𝑧, 𝑡) + ∫

𝑡

𝑡0
𝑖

[∑

9

𝑗=1

�̂�𝑖𝑗(𝜉)𝜐𝑗
1(𝜉, 𝜏) −

𝜐5
2(𝜏)

2
(�̂�3 − �̂�7)(𝜉)] |𝜉=𝜇2−1[𝜏−𝑡+𝜇3(𝑧)]𝑑𝜏 

− ∫

𝑡

𝑡0
3

∫

𝜏

0

𝜐5
2(𝛼)

2
(𝜐3
1 − 𝜐7

1)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇2−1[𝜏−𝑡+𝜇3(𝑧)]𝑑𝜏,      𝑖 = 3,7,      (51) 

𝐴4
1𝜐 = ∫

𝑡

0

∑

9

𝑗=1

�̂�4𝑗(𝑧)𝜐𝑗
1(𝑧, 𝜏)𝑑𝜏 + ∫

𝑡

0

[𝜐1
2(𝜏)�̂�4(𝑧) + (𝜐1

2 − 𝜐2
2)(𝜏)�̂�6(𝑧)]𝑑𝜏 + 

+∫

𝑡

0

𝑐13
𝜆1
(𝜐1
2 − 𝜐6

2)(𝜏)(�̂�1 − �̂�9)(𝑧)𝑑𝜏 + 

+∫

𝑡

0

∫

𝜏

0

𝑐13
𝜆1
(𝜐1
2 − 𝜐6

2)(𝜏)(𝜐1
1 − 𝜐9

1)(𝑧, 𝛼)𝑑𝛼𝑑𝜏 + 

+∫

𝑡

0

∫

𝜏

0

[𝜐1
2(𝛼)𝜐4

1(𝑧, 𝜏 − 𝛼) + (𝜐1
2(𝛼) − 𝜐2

2(𝛼))𝜐6
1(𝑧, 𝜏 − 𝛼)]𝑑𝛼𝑑𝜏,       (52) 

  

𝐴5
1𝜐 = ∫

𝑡

0

∑

9

𝑗=1

�̂�5𝑗(𝑧)𝜐𝑗
1(𝑧, 𝜏)𝑑𝜏 + ∫

𝑡

0

𝜐1
2(𝜏)�̂�4(𝑧)𝑑𝜏 + ∫

𝑡

0

∫

𝜏

0

𝜐1
2(𝛼)𝜐4

1(𝑧, 𝜏 − 𝛼)𝑑𝛼𝑑𝜏 

+∫

𝑡

0

𝑐13
𝜆1
(𝜐4

2 − 𝜐5
2)(𝜏)(�̂�1 − �̂�9)(𝑧)𝑑𝜏 + 

+∫

𝑡

0

∫

𝜏

0

𝑐13
𝜆1
(𝜐1
2 − 𝜐6

2)(𝜏)(𝜐1
1 − 𝜐9

1)(𝑧, 𝛼)𝑑𝛼𝑑𝜏,                          (53) 

𝐴6
1𝜐 = ∫

𝑡

0

∑

9

𝑗=1

�̂�6𝑗(𝑧)𝜐𝑗
1(𝑧, 𝜏)𝑑𝜏 + 

+∫

𝑡

0

∫

𝜏

0

𝜐2
2(𝛼)𝜐6

1(𝑧, 𝜏 − 𝛼)𝑑𝛼𝑑𝜏 + ∫

𝑡

0

𝜐2
2(𝜏)�̂�6(𝑧)𝑑𝜏.                  (54) 

So taking into the equations (32)–(37) and the expression of (43)–(??), defined as follows  

𝐴1
2𝜐 = 𝜐1

02(𝑧, 𝑡) − 𝑀1∫

𝑡

0

(𝜐1
2 − 𝜐2

2)(𝜏)
𝑑

𝑑𝑡
ℎ̂6(𝑡 − 𝜏)𝑑𝜏 + ∫

𝑡

0

𝜐2
2(𝜏)

𝑑

𝑑𝑡
ℎ̂6(𝑡 − 𝜏)𝑑𝜏 − 

−𝑀1∫

𝑡

0

[
𝑐13
𝜆1
(𝜐1
1 − 𝜐6

2)(𝜏)
𝑑

𝑑𝑡
(ℎ̂1 − �̂�9)(𝑡 − 𝜏) + 𝜐1

2(𝜏)
𝑑

𝑑𝑡
ℎ̂4(𝑡 − 𝜏)] 𝑑𝜏 + 
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+2𝑐13∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�1𝑗(𝜉)𝜐𝑗
1(𝜉, 𝜏)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 + 

+𝑐13∫

𝑡

0

𝜐6
2(𝜏)

𝜕

𝜕𝑧
(�̂�1 − �̂�9)(𝜉)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 −

𝑐13
𝜆1
∫

𝑡

0

𝜐6
2(𝜏)

𝑑

𝑑𝑡
(ℎ̂1 − �̂�9)(𝑡 − 𝜏)𝑑𝜏 + 

+𝑐13∫

𝑡

0

∫

𝜏

0

𝜐6
2(𝛼)

𝜕

𝜕𝑧
(𝜐1
1 − 𝜐9

1)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏,                (55) 

𝐴2
2𝜐 = 𝜐2

02(𝑧, 𝑡) − [�̂�6(0)]
−1∫

𝑡

0

𝜐2
2(𝜏)

𝑑

𝑑𝑡
ℎ̂6(𝑡 − 𝜏)𝑑𝜏,                  (56) 

𝐴3
2𝜐 = 𝜐3

02(𝑧, 𝑡) + 2𝑀2∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�2𝑗(𝜉)𝜐𝑗
1(𝜉, 𝜏)|𝜉=𝜇2−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀2∫

𝑡

0

𝜐3
2(𝜏)

𝜕

𝜕𝑧
(�̂�2 − �̂�8)(𝜉)|𝜉=𝜇2−1[𝑡−𝜏]𝑑𝜏 −𝑀3∫

𝑡

0

𝜐3
2(𝜏)

𝑑

𝑑𝑡
(ℎ̂2 − �̂�8)(𝑡 − 𝜏)𝑑𝜏 + 

+𝑀2∫

𝑡

0

∫

𝜏

0

𝜐3
2(𝛼)

𝜕

𝜕𝑧
(𝜐2
1 − 𝜐8

1)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇2−1[𝑡−𝜏]𝑑𝜏,        (57) 

𝐴4
2𝜐 = 𝜐4

02(𝑧, 𝑡) + 𝑀5𝜆1𝑀6∫

𝑡

0

𝜐5
2(𝜏)

𝜕

𝜕𝑧
(�̂�3 − �̂�7)(𝜉)|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏 − 

𝑀5∫

𝑡

0

𝜐5
2(𝜏)

𝑑

𝑑𝑡
(ℎ̂3 − �̂�7)(𝑡 − 𝜏)𝑑𝜏 + 2𝑀6∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�3𝑗(𝜉)𝜐𝑗
1(𝜉, 𝜏)|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀5𝜆1∫

𝑡

0

∫

𝜏

0

𝜐5
2(𝛼)

𝜕

𝜕𝑧
(𝜐3
1 − 𝜐7

1)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀4∫

𝑡

0

𝜐5
2(𝜏)

𝑐13
𝜆1

𝑑

𝑑𝑡
(ℎ̂1 − �̂�9)(𝑡 − 𝜏)𝑑𝜏 + 𝑀4∫

𝑡

0

𝜐6
2(𝜏)

𝑐13
𝜆1

𝑑

𝑑𝑡
(ℎ̂1 − �̂�9)(𝑡 − 𝜏)𝑑𝜏 + 

+𝑀5∫

𝑡

0

𝜐6
2(𝜏)

𝜕

𝜕𝑧
(�̂�1 − �̂�9)(𝜉)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 + 

+2𝑀5∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�1𝑗(𝜉)𝜐𝑗
1(𝜉, 𝜏)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀5∫

𝑡

0

∫

𝜏

0

𝜐6
2(𝛼)

𝜕

𝜕𝑧
(𝜐1
1 − 𝜐9

1)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏,       (58) 
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𝐴5
2𝜐 = 𝜐5

02(𝑧, 𝑡) + 𝑀6∫

𝑡

0

𝜐5
2(𝜏)

𝜕

𝜕𝑧
(�̂�3 − �̂�7)(𝜉)|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏 − 

−𝑀7∫

𝑡

0

𝜐5
2(𝜏)

𝑑

𝑑𝑡
(ℎ̂3 − �̂�7)(𝑡 − 𝜏)𝑑𝜏 + 2𝑀6∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�3𝑗(𝜉)𝜐𝑗
1(𝜉, 𝜏)|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀6∫

𝑡

0

∫

𝜏

0

𝜐5
2(𝛼)

𝜕

𝜕𝑧
(𝜐3
1 − 𝜐7

1)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇3−1[𝑡−𝜏]𝑑𝜏,          (59) 

𝐴6
2𝜐 = 𝜐6

02(𝑧, 𝑡) + 2𝑀8∫

𝑡

0

𝜕

𝜕𝑧
∑

9

𝑗=1

�̂�1𝑗(𝜉)𝜐𝑗
1(𝜉, 𝜏)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 + 

+𝑀8∫

𝑡

0

𝜐6
2(𝜏)

𝜕

𝜕𝑧
(�̂�1 − �̂�9)(𝜉)|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏 − 𝑀9∫

𝑡

0

𝜐6
2(𝜏)

𝑑

𝑑𝑡
(ℎ̂1 − �̂�9)(𝑡 − 𝜏)𝑑𝜏 + 

+𝑀8∫

𝑡

0

∫

𝜏

0

𝜐6
2(𝛼)

𝜕

𝜕𝑧
(𝜐1
1 − 𝜐9

1)(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇1−1[𝑡−𝜏]𝑑𝜏.       (60) 

So taking into the equations (40) and the expression of (46)–(47), defined as follows 

𝐴𝑖
3𝜐 = 𝜐𝑖

03(𝑧, 𝑡) + 

+ ∫

𝑡

𝑡0
𝑖

𝜕

𝜕𝑧
[∑

9

𝑘=1

�̂�𝑖𝑘(𝜉)𝜐𝑘
1(𝜉, 𝜏) +

1

2
𝜐6
2(𝜉, 𝜏)(�̂�1 − �̂�9)(𝜉)] |𝜉=𝜇𝑖

−1[𝜏−𝑡+𝜇𝑖(𝑧)]
𝑑𝜏 + 

+
𝜕

𝜕𝑧
𝑡0
𝑖 ∫

𝑡0
𝑖

0

𝜐6
2(𝜉, 𝑡0

𝑖 − 𝜏)(𝜐1
1 − 𝜐9

1)(𝜉, 𝜏)|𝜉=𝜇𝑖
−1[𝑡0

𝑖−𝑡+𝜇𝑖(𝑧)]
𝑑𝜏 + 

+ ∫

𝑡

𝑡0
𝑖

∫

𝜏

0

𝜕

𝜕𝑧
[𝜐6
2(𝜉, 𝜏 − 𝛼)(𝜐1

1 − 𝜐9
1)(𝜉, 𝛼)]𝑑𝛼|𝜉=𝜇𝑖

−1[𝜏−𝑡+𝜇𝑖(𝑧)]
𝑑𝜏,      𝑖 = 1,9,   (61) 

𝐴𝑖
3𝜐 = 𝜐𝑖

03(𝑧, 𝑡) + 

+ ∫

𝑡

𝑡0
𝑖

𝜕

𝜕𝑧
[∑

9

𝑘=1

�̂�𝑖𝑘(𝜉)𝜐𝑘
1(𝜉, 𝜏) +

1

2
𝜐3
2(𝜉, 𝜏)(�̂�2 − �̂�8)(𝜉)] |𝜉=𝜇2−1[𝜏−𝑡+𝜇2(𝑧)]𝑑𝜏 + 

+
𝜕

𝜕𝑧
𝑡0
𝑖 ∫

𝑡0
𝑖

0

𝜐3
2(𝜉, 𝑡0

𝑖 − 𝜏)(𝜐2
1 − 𝜐8

1)(𝜉, 𝜏)|𝜉=𝜇2−1[𝑡0𝑖−𝑡+𝜇2(𝑧)]
𝑑𝜏 + 

+ ∫

𝑡

𝑡0
𝑖

∫

𝜏

0

𝜕

𝜕𝑧
[𝜐3
2(𝜉, 𝜏 − 𝛼)(𝜐2

1 − 𝜐8
1)(𝜉, 𝛼)]𝑑𝛼|𝜉=𝜇2−1[𝜏−𝑡+𝜇2(𝑧)]𝑑𝜏,      𝑖 = 2,8, (62) 
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𝐴𝑖
3𝜐 = 𝜐𝑖

03(𝑧, 𝑡) + 

+ ∫

𝑡

𝑡0
𝑖

𝜕

𝜕𝑧
[∑

9

𝑘=1

�̂�𝑖𝑘(𝜉)𝜐𝑘
1(𝜉, 𝜏) +

1

2
𝜐5
2(𝜉, 𝜏)(�̂�3 − �̂�7)(𝜉)] |𝜉=𝜇3−1[𝜏−𝑡+𝜇3(𝑧)]𝑑𝜏 + 

+
𝜕

𝜕𝑧
𝑡0
𝑖 ∫

𝑡0
𝑖

0

𝜐5
2(𝜉, 𝑡0

𝑖 − 𝜏)(𝜐3
1 − 𝜐7

1)(𝜉, 𝜏)|𝜉=𝜇3−1[𝑡0𝑖−𝑡+𝜇3(𝑧)]
𝑑𝜏 + 

+ ∫

𝑡

𝑡0
𝑖

∫

𝜏

0

𝜕

𝜕𝑧
[𝜐5
2(𝜉, 𝜏 − 𝛼)(𝜐3

1 − 𝜐7
1)(𝜉, 𝛼)]𝑑𝛼|𝜉=𝜇3−1[𝜏−𝑡+𝜇3(𝑧)]𝑑𝜏,      𝑖 = 3,7,   (63) 

  

𝐴4
3𝜐 = ∫

𝑡

0

𝜕

𝜕𝑧
[∑

9

𝑗=1

�̂�4𝑗(𝑧)𝜐𝑗
1(𝑧, 𝜏)] 𝑑𝜏 + ∫

𝑡

0

𝜕

𝜕𝑧
[𝜐1
2(𝜏)�̂�4(𝑧) + (𝜐1

2 − 𝜐2
2)(𝜏)�̂�6(𝑧)]𝑑𝜏 + 

+∫

𝑡

0

𝜕

𝜕𝑧
[
𝑐13
𝜆1
(𝜐1
2 − 𝜐6

2)(𝜏)(�̂�1 − �̂�9)(𝑧)] 𝑑𝜏 + 

+∫

𝑡

0

∫

𝜏

0

𝜕

𝜕𝑧
[
𝑐13
𝜆1
(𝜐1
2 − 𝜐6

2)(𝜏)(𝜐1
1 − 𝜐9

1)(𝑧, 𝛼)] 𝑑𝛼𝑑𝜏 + 

+∫

𝑡

0

∫

𝜏

0

𝜕

𝜕𝑧
[𝜐1
2(𝛼)𝜐4

1(𝑧, 𝜏 − 𝛼) + (𝜐1
2 − 𝜐2

2)(𝛼)𝜐6
1(𝑧, 𝜏 − 𝛼)]𝑑𝛼𝑑𝜏, (64) 

𝐴5
3𝜐 = ∫

𝑡

0

𝜕

𝜕𝑧
[∑

9

𝑗=1

�̂�5𝑗(𝑧)𝜐𝑗
1(𝑧, 𝜏)] 𝑑𝜏 + 

+∫

𝑡

0

𝜕

𝜕𝑧
𝜐1
2(𝜏)�̂�4(𝑧)𝑑𝜏 + ∫

𝑡

0

∫

𝜏

0

𝜕

𝜕𝑧
𝜐1
2(𝛼)𝜐4

1(𝑧, 𝜏 − 𝛼)𝑑𝛼𝑑𝜏 + 

+∫

𝑡

0

𝜕

𝜕𝑧
[
𝑐13
𝜆1
(𝜐4

2 − 𝜐5
2)(𝜏)(�̂�1 − �̂�9)(𝑧)] 𝑑𝜏 + 

+∫

𝑡

0

∫

𝜏

0

𝜕

𝜕𝑧
[
𝑐13
𝜆1
(𝜐1
2 − 𝜐6

2)(𝜏)(𝜐1
1 − 𝜐9

1)(𝑧, 𝛼)] 𝑑𝛼𝑑𝜏, (65) 

𝐴6
3𝜐 = ∫

𝑡

0

𝜕

𝜕𝑧
[∑

9

𝑗=1

�̂�6𝑗(𝑧)𝜐𝑗
1(𝑧, 𝜏)] 𝑑𝜏 + 

https://buxdu.uz



EXACT AND NATURAL SCIENCES 

SCIENTIFIC REPORTS OF BUKHARA STATE UNIVERSITY 2022/4 (92)                       49 

+∫

𝑡

0

∫

𝜏

0

𝜕

𝜕𝑧
𝜐2
2(𝛼)𝜐6

1(𝑧, 𝜏 − 𝛼)𝑑𝛼𝑑𝜏 + ∫

𝑡

0

𝜕

𝜕𝑧
𝜐2
2(𝜏)�̂�6(𝑧)𝑑𝜏,      (66) 

 where  

𝜐𝑖
01(𝑧, 𝑡) = 𝜔𝑖(𝑧0

𝑖 , 𝑡0
𝑖 ),    𝑖 = 1,2,3,7,8,9, 

𝜐1
02(𝑧, 𝑡) = 𝑀1(𝑧)𝑄1(𝑧, 𝑡),      𝜐2

02(𝑧, 𝑡) = 𝑄2(𝑧, 𝑡),      𝜐3
02(𝑧) = −2𝑀2(𝑧)𝑄3(𝑧), 

𝜐4
02(𝑧, 𝑡) = 𝑀4(𝑧)𝑄4(𝑧, 𝑡),      𝜐5

02(𝑧) = −2𝑀6(𝑧)𝑄5(𝑧)      𝜐3
02(𝑧) = −2𝑀8(𝑧)𝑄6(𝑧), 

𝜐𝑖
03(𝑧, 𝑡) =

𝜕

𝜕𝑧
𝜔𝑖(𝑧0

𝑖 , 𝑡0
𝑖 ) −

𝜕

𝜕𝑧
𝑡0
𝑖 [∑

9

𝑗=1

�̂�𝑖𝑗(𝑧0
𝑖 )𝜔𝑗(𝑧0

𝑖 , 𝑡0
𝑖 )] ,      𝑖 = 1,2,3,7,8,9. 

Let 𝐶𝑠(𝐷0), (𝑠 ≤ 0) be the Banach space of continuous functions with the ordinary norm, denoted by 

‖⋅‖𝑠 ,  

∥ 𝜐 ∥𝑠= max{ max
1≤𝑖≤9,(𝑧,𝑡)∈𝐷0

|𝜐𝑖
1(𝑧, 𝑡)|, max

1≤𝑖≤6,𝑡∈[0,𝑇]
|𝜐𝑖
2(𝑡)|, max

1≤𝑖≤9,(𝑧,𝑡)∈𝐷0
|𝜐𝑖
3(𝑧, 𝑡)|}. 

Obviously, 𝐶𝑠 with 𝑠 = 0 is the usual space of continuous functions with the ordinary norm, denoted 

by ‖⋅‖ in what follows, because  

𝑒−𝑠𝐻 ∥ 𝜐 ∥≤∥ 𝜐 ∥𝑠≤∥ 𝜐 ∥. 

 The norms ∥ 𝜐 ∥𝑠 and ∥ 𝜐 ∥ are equivalent for any 𝑇 ∈ (0,+∞), 𝐻 ∈ (0,∞), where 𝑠 ∈ (0,1) and we 

choose that number later. 

Next, consider the set of functions 𝑆(𝜐0, 𝑟) ⊂ 𝐶𝑠(𝐷0), satisfying the inequality  

 ∥ 𝜐 − 𝜐0 ∥𝑠≤ 𝑟, (67) 

 where 𝑟 is a known number, the vector function 𝜐0(𝑧, 𝑡) = (𝜐𝑖
01(𝑧, 𝑡),    𝑖 = 1,9,      𝜐𝑖

02(𝑡), 𝑖 =

1,6,      𝜐𝑖
03(𝑧, 𝑡), 𝑖 = 1,9), defined by the free terms of the operator equation (48). It is easy to see that for 

𝜐 ∈ 𝑆(𝜐0, 𝑟) the estimate ∥ 𝜐 ∥𝑠≤∥ 𝜐
0 ∥𝑠+ 𝑟 ≤∥ 𝜐

0 ∥ +𝑟:= 𝑟0. Thus, 𝑟0 is known. 

Let us introduce the following notation:  

𝜑0: = max
𝑖=1,9

∥ �̂�𝑖 ∥𝐶2[0,𝐻] ,    𝑔0: = max
𝑖=1,2,3,7,8,9

∥ �̂�𝑖 ∥𝐶2[0,∞) ,    ℎ0: = max
𝑖=1,6

∥ ℎ𝑖 ∥𝐶2[0,∞), 

𝑀1 = max
𝑖,𝑗=1,9

∥ 𝑀𝑖(𝑧) ∥𝐶[0,𝐻], 𝑀
2 = max

𝑖,𝑗=1,9
∥ �̂�𝑖𝑗(𝑧) ∥𝐶[0,𝐻], 

𝑀3 = max
𝑖=1,3

∥
𝑐13(𝑧)

𝜆𝑖(𝑧)
∥𝐶1[0,𝐻], 𝑀4 = max ∥ 𝑐13(𝑧) ∥𝐶1[0,𝐻], 

𝑀5 = max
𝑖=1,3

∥ 𝜆𝑖(𝑧) ∥𝐶1[0,𝐻], 𝑀
6 = max

𝑖=1,3,7,9
∥
𝜕𝑡1

𝑖

𝜕𝑧
∥𝐶[0,𝐻], 

𝑀0 = max
𝑖=1,6

∥ 𝑀𝑖 , [�̂�6(0)]
−1 ∥. 

Note that the operator 𝐴 maps the space 𝐶𝑠(𝐷0) into itself. Let us show that for a suitable choice of 𝑠 

(recall that 𝐻 > 0 is an arbitrary fixed number) it is on the set 𝑆(𝜐0, 𝑟) a contraction operator. First, let us 
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make sure that the operator 𝐴 takes the set 𝑆(𝜐0, 𝑟) into itself, that is, it follows from the condition 𝜐(𝑧, 𝑡) ∈

𝑆(𝜐0, 𝑟) that 𝐴𝜐 ∈ 𝑆(𝜐0, 𝑟), if 𝑠 satisfies some constraints. In fact, for any (𝑧, 𝑡) ∈ 𝐷0 and 𝜐 ∈ 𝑆(𝜐0, 𝑟) the 

following inequalities hold: 

 

‖𝐴1
1𝜐 − 𝜐1

01‖ = max|(𝐴1
1𝜐 − 𝜐1

01)𝑒−𝑠𝑡| ≤ 

  

≤ |∫

𝑡

𝑡0
1

[∑

9

𝑗=1

�̂�1𝑗(𝜉)𝜐𝑗
1(𝜉, 𝜏)𝑒−𝑠𝜏 +

𝜐6
2(𝜏)𝑒−𝑠𝜏

2
(�̂�1(𝜉) − �̂�9(𝜉))] 𝑒

−𝑠(𝑡−𝜏)|𝜉=𝜇1−1[𝑡−𝜏+𝜇1(𝑧)]𝑑𝜏 + 

  

+ ∫

𝑡

𝑡0
1

𝑒−𝑠(𝑡−𝜏)∫

𝜏

0

𝜐6
2(𝛼)𝑒−𝑠𝛼

2
(𝜐1
1(𝜉, 𝜏 − 𝛼) − 𝜐9

1(𝜉, 𝜏 − 𝛼))𝑒−𝑠(𝜏−𝛼)𝑑𝛼|𝜉=𝜇1−1[𝑡−𝜏+𝜇1(𝑧)]𝑑𝜏| ≤ 

≤ (9𝑀0 ∥ 𝜐 ∥𝑠+ 𝜑0 ∥ 𝜐 ∥𝑠 +∥ 𝜐 ∥𝑠∥ 𝜐 ∥𝑠) ∫

𝑡

𝑡0
1

𝑒−𝑠(𝑡−𝜏)𝑑𝜏 ≤ 

≤
𝑟0
𝑠
(9𝑀0 + 𝜑0 + 𝑟0): =

𝛾11
𝑠
. 

 Using similar calculations, for the remaining equations, we obtain  

‖𝐴𝜐 − 𝜐0‖ ≤
1

𝑠
max {max

𝑗=1,9
{𝛾1𝑗}, max

𝑗=1,6
{𝛾2𝑗}, max

𝑗=1,9
{𝛾3𝑗}} : =

1

𝑠
𝛾0, 

 where  

𝛾1𝑗: = 𝑟0(9𝑀
0 + 𝜑0 + 𝑟0),      𝑗 = 2,3,7,8,9, 

𝛾14: = 𝑟0(9𝑀
0 + 4𝑀0𝜑0 + 4𝑀

0𝑟0 + 3𝑟0 + 3𝜑0), 

𝛾15: = 𝑟0(9𝑀
0 + 𝜑0 + 𝑟0 + 4𝑀

0𝜑0 + 4𝑀
0𝑟0), 

𝛾16: = 𝑟0(9𝑀
0 + 𝑟0 + 𝜑0), 

𝛾21: = 𝑟0(6𝑀
0ℎ0 + 3𝑀

0𝑔0 + 2𝑀
0𝜑0 + ℎ0 + 36𝑀

0 + 2𝑀0𝑟0), 

𝛾22: = 𝑟0𝑀
0ℎ0, 𝛾2𝑖: = 𝑟0𝑀

0(18 + 2𝜑0 + +ℎ0 + 𝑔0 + 2𝑟0),      𝑖 = 3,5,6 

𝛾24: = 2𝑀
0𝑟0((𝑀

0)2𝜑0 + 𝑔0 + ℎ0 + 𝜑0 + 18 +𝑀
0𝑟0 + 𝑟0 + 2𝑀

0 +𝑀0ℎ0 +𝑀
0𝑔0), 

𝛾3𝑗: = 2𝑟0(9𝑀
0 + 𝜑0 + 𝑟0 +𝑀

0𝑟0 + 2𝑟0),      𝑗 = 1,2,3,7,8,9, 

𝛾34: = 𝑟0(9𝑀
0 + 12𝑀0𝑟0 + 3𝜑0(12𝑀

0 + 3) + 6𝑟0), 

𝛾35: = 𝑟0(18𝑀
0 + 𝑟0 + 𝜑0 + 12𝑀

0𝜑0 + 12𝑀
0𝑟0), 

𝛾36: = 𝑟0(18𝑀
0 + 𝑟0 + 𝜑0). 

https://buxdu.uz



EXACT AND NATURAL SCIENCES 

SCIENTIFIC REPORTS OF BUKHARA STATE UNIVERSITY 2022/4 (92)                       51 

 Choosing 𝑠 > (1/𝑟)𝛾0, we get that the operator 𝐴 maps the set 𝑆(𝜐0, 𝑟) into itself. 

Now, let 𝜐 and �̃� be two arbitrary elements in 𝑆(𝜐0, 𝑟). Using the obvious inequality  

|𝜐𝑖
𝑘𝜐𝑖

𝑙 − �̃�𝑖
𝑘�̃�𝑖

𝑙|𝑒−𝑠𝑡 ≤ |𝜐𝑖
𝑘 − �̃�𝑖

𝑘||𝜐𝑖
𝑙|𝑒−𝑠𝑡 + |�̃�𝑖

𝑘||𝜐𝑖
𝑙 − �̃�𝑖

𝑙|𝑒−𝑠𝑡 ≤ 2𝑟0 ∥ 𝜐 − �̃� ∥𝑠 ,      (𝑧, 𝑡) ∈ 𝐷𝑇 , 

 after some easy estimations, we find that for (𝑧, 𝑡) ∈ 𝐷𝑇 ,  

‖𝐴1
1𝜐 − 𝐴1

1�̃�‖ = max|(𝐴1
1𝜐 − 𝐴1

1�̃�)𝑒−𝑠𝑡| = 

∫

𝑡

𝑡0
1

[∑

9

𝑗=1

�̂�1𝑗(𝜉) (𝜐𝑗
1(𝜉, 𝜏) − 𝜐𝑗

1̃(𝜉, 𝜏)) +
𝜐6
2(𝜏) − 𝜐6

2̃(𝜏)

2
(�̂�1(𝜉) − �̂�9(𝜉))] |𝜉=𝜇1−1[𝑡−𝜏+𝜇1(𝑧)]𝑑𝜏 + 

+ ∫

𝑡

𝑡0
1

∫

𝜏

0

1

2
(𝜐6

2(𝛼)𝜐1
1(𝜉, 𝜏 − 𝛼) − 𝜐6

2̃(𝛼)𝜐1
1̃(𝜉, 𝜏 − 𝛼) − 𝜐6

2(𝛼)𝜐9
1(𝜉, 𝜏 − 𝛼)) 𝑑𝛼|𝜉=𝜇1−1[𝑡−𝜏+𝜇1(𝑧)]𝑑𝜏 + 

  

 +∫
𝑡

𝑡0
1 ∫

𝜏

0

1

2
𝜐6
2̃(𝛼)𝜐9

1̃(𝜉, 𝜏 − 𝛼)𝑑𝛼|𝜉=𝜇1−1[𝑡−𝜏+𝜇1(𝑧)]𝑑𝜏 ≤ 

  

 ≤
1

𝑠
[‖𝜐 − �̃�‖𝑠(9𝑀

0 + 𝜑0)𝑟0 + 4𝑟0‖𝜐 − �̃�‖𝑠] ≤
‖𝜐−𝜐‖𝑠

𝑠
[9𝑀0 + 𝜑0 + 4𝑟0]: =

1

𝑠
𝛾41 

 and hence we have  

‖𝐴𝜐 − 𝐴�̃�‖ ≤
1

𝑠
max {max

𝑗=1,9
{𝛾4𝑗}, max

𝑗=1,6
{𝛾5𝑗}, max

𝑗=1,9
{𝛾6𝑗}} : =

1

𝑠
𝛾1, 

 where  

𝛾4𝑗: = ‖𝜐 − �̃�‖𝑠(9𝑀
0 + 𝜑0 + 𝑟0),      𝑗 = 2,3,7,8,9, 

𝛾44: = ‖𝜐 − �̃�‖𝑠(9𝑀
0 + 4𝑀0𝜑0 + 4𝑀

0𝑟0 + 3𝑟0 + 3𝜑0), 

𝛾45: = ‖𝜐 − �̃�‖𝑠(9𝑀
0 + 𝜑0 + 𝑟0 + 4𝑀

0𝜑0 + 4𝑀
0𝑟0), 

𝛾46: = ‖𝜐 − �̃�‖𝑠(9𝑀
0 + 𝑟0 + 𝜑0), 

𝛾51: = ‖𝜐 − �̃�‖𝑠(6𝑀
0ℎ0 + 3𝑀

0𝑔0 + 2𝑀
0𝜑0 + ℎ0 + 36𝑀

0 + 2𝑀0𝑟0), 

𝛾52: = ‖𝜐 − �̃�‖𝑠𝑀
0ℎ0, 

𝛾54: = ‖𝜐 − �̃�‖𝑠2𝑀
0((𝑀0)2𝜑0 + 𝑔0 + ℎ0 + 𝜑0 + 18 +𝑀

0𝑟0 + 𝑟0 + 2𝑀
0 +𝑀0ℎ0 +𝑀

0𝑔0), 

𝛾5𝑗: = ‖𝜐 − �̃�‖𝑠𝑀
0(18 + 2𝜑0 + +ℎ0 + 𝑔0 + 2𝑟0),      𝑗 = 3,5,6 

𝛾6𝑗: = 2‖𝜐 − �̃�‖𝑠(9𝑀
0 + 𝜑0 + 𝑟0 +𝑀

0𝑟0 + 2𝑟0),      𝑗 = 1,2,3,7,8,9, 

𝛾64: = ‖𝜐 − �̃�‖𝑠(9𝑀
0 + 12𝑀0𝑟0 + 3𝜑0(12𝑀

0 + 3) + 6𝑟0), 

𝛾65: = ‖𝜐 − �̃�‖𝑠(18𝑀
0 + 𝑟0 + 𝜑0 + 12𝑀

0𝜑0 + 12𝑀
0𝑟0), 
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𝛾66: = ‖𝜐 − �̃�‖𝑠(18𝑀
0 + 𝑟0 + 𝜑0). 

Choosing now 𝑠 > 𝛾1, we get, that the operator 𝐴 compresses the distance between the elements 𝜐, �̃� 

to 𝑆(𝜐0, 𝑟). 

As follows from the performed estimates, if the number 𝑠 is chosen from conditions 𝑠 > 𝑠∗: =

𝑚𝑎𝑥{𝛾0, 𝛾1}, then the operator 𝐴 is contracting on 𝑆(𝜐0, 𝑟). In this case, according to the principle Banach 

the equation [24, page 87-97] (48) has the only solution in 𝑆(𝜐0, 𝑟) for any fixed 𝐻 > 0. Theorem 2 is 

proved. 

By the found functions 𝑟′𝑖𝑗(𝑡), 𝑖, 𝑗 = 1,3 the functions 𝑟𝑖𝑗(𝑡), 𝑖, 𝑗 = 1,3 are found by the formulas  

 𝑟𝑖𝑗(𝑡) = 𝑟𝑖𝑗(0) + ∫
𝑡

0
𝑟′𝑖𝑗(𝜏)𝑑𝜏,      𝑖, 𝑗 = 1,3. 

 Note that by the functions 𝑟𝑖𝑗(𝑡), 𝑖, 𝑗 = 1,3, the functions 𝐾𝑖𝑗(𝑡), 𝑖, 𝑗 = 1,3, are defined as solutions 

of integral equations (4). 
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