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UDC: 517.956.47

THE PROBLEM OF DETERMINING THE ONE-DIMENSIONAL KERNEL OF THE
VISCOELASTICITY SYSTEM

Turdiev Khalim Khamroyevich
Bukhara State University, Bukhara, Uzbekistan
hturdiev@mail.ru

Boltaev Asliddin Askar 0°g’li

Institute of Mathematics at the Academy of Sciences
of the Republic of Uzbekistan, Bukhara, Uzbekistan
asliddinboltayev@mail.ru

Abstract.

Background. Many physical processes are described by a system of equations of the hyperbolic type
of the first order. For example, systems of an incompressible viscoelastic polymeric fluid, etc. It is well
known that second-order equations are derived from them with the help of a number of additional
restrictions. The solution of inverse problems leads directly to the solution of these systems. Hyperbolic
systems of equations of the first order describe many physical processes associated with the propagation of
waves of various nature. For example, we can indicate the systems of equations of acoustics,
electromagnetic oscillations, the theory of elasticity. Systematic research in this area was carried out in the
1970s by L.P. Nizhnik, S.P. Belinsky, V.G. Romanov and L.I. Slinyuchev began in the work of scientists.

Methods. In this work we will use the differential equations, functional analysis, algebraic methods
and also the principle of contraction mappings.

Results. For the reduced canonical system of integro-differential equations of viscoelasticity, direct
and inverse problems of determining the velocity field of elastic waves and the relaxation matrix are posed.
The problems are replaced by a closed system of integral equations of the second kind of Volterra type with
respect to the Fourier transform in the variables x,, x,, for solving the direct problem and unknowns of the
inverse problem. Further, the method of contraction mappings in the space of continuous functions with a
weighted norm is applied to this system. Thus, we prove global existence and uniqueness theorems for
solutions to the problems posed.

Discussions. The study of direct and inverse problems posed to a mixed type equation is one of the
advanced critical and rapidly emerging areas of world science. Their numerical implementation provides an
applied application for the study of these problems. In this paper, we numerically study the boundary value
problem posed to a model equation of mixed type. To do this, you need to know the concept of approximation
and stability. The stability of the difference scheme has been proven. The order of approximation is
calculated in the work. Further, when the stability and approximation are proved, it is possible to show the
approximation of the numerical solution to the exact solution.

Conclusion. To sum up, we look the kernel is 9 X 9 dimensional diagonal matrix that depends on
time. To define that function, we put initial-boundary conditions on characteristic lines. Proved the theorem
of unique solvability. We get the following results, firstly consider the inverse problem of the determination
kernel in hyperbolic system of n number first-order integro—differential equations, which is of the form of
9 x 9 matrices depending on variable t | next obtain the theorem of exists unique solution, finally proved
local theorem in a small interval.

Keywords: Hyperbolic system, diagonal and inverse quadratic matrices, vector functions, convolution
kernel, integral equations of Volterra type, principle of contraction mappings, viscoelasticity, resolvent,
inverse problem, hyperbolic system, Fourier transform.

Introduction.

Let us denote by o;; the projection onto the x; axis of the stress acting on the area with the normal
parallel to the x; axis, and u; are the projection onto the x; axis of the vector particle displacement. In
viscoelastic anisotropic media, the stress tensor has the following representation[1]:

3 t
o (x, t) = Z Cijkt | Ski +f Kij(t — D)Siu(x, 1), L,j =123, €Y
k,l=1 0
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5 = o (4, 0 ij=123
Y 2 axj 6xi ’ ] e

here ¢;jx; = ¢;iji(x3) are module of elasticity K;;(t) are functions responsible for the viscosity of the

medium and K;; = i,j =1,3.

Kji,

The equations of motion of a viscoelastic body particles in the absence of external forces have the
form[2]:

3
2—
a U; _ aO'ij

Ptz = L ox,
=1

i=13, )

where p = p(x3) is medium density and p > 0,
u(x,t) = (uy(x, t), up(x, ), uz(x, t)) is displacement vector.

Note that (1) can be considered as integral Volterra equations of the second kind with respect to the
expression 2,3;,121 CijkiSke- For each fixed pair (i, ) solving these equations, we get

3 t

O'ij(f, t) = Z Cijlekl +f rij(t — T)O'ij(f, T)dT, (3)

k,l=1 0

where 7;; are the resolvents of the kernels K;; and they are related by the following integral relations

[3]:

T'ij(t) = _KU(t) —f Kij(t — T)T'L']'(T)d’[, l,] = 1,3 (4)
0

From the condition K;; = Kj; implies the r;; = 7;;.

Differentiating (3) with respect to t and introducing the notation u; = %ﬁi, we get

& auk aul
G”(x t) Z Cijia (ax dx )+
k,l=1 ! k

t

7, (0)0y (. ©) + f Wt -DoyEodr,  ij=123.  (5)
0

Let’s Cijki = Cjiki = Cijik = Ckiij- The symmetry of the stress tensor reduces the number of
independent elastic module from 81 to 21. If we assume that c,p = ¢;jx;, Where a = (ij) and g = (kl), in
accordance with the notation (11) - 1, (22) - 2, (33) > 3, (23) =(32) >4, (13) =(31) =5, (12) =
(21) - 6, then the matrix of independent elastic module can be given the form of a 6 x 6 symmetrical
matrix. We will consider anisotropic media with a matrix of independent elastic module of the following
form[4]:
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€11 €12 €13 0 0 0
€1z ¢11 €3 0 0 0
0
0

€13 €13 ¢33 0 0
CG{B= 0 O O C4_4, O

0 0 0 0 ¢4 O
\ooooow/

Then the system of equations (1) and (2) for the velocity u; and strain o;; (al-j = aji) in view of (3)-
(5) can be written as a system of first-order integro-differential equations.
t
0 0 0 9] _ _
(A—+ B—+c>—4+p-2+ F) UG, t) = f R(t — DUE, D)dr, (6)

at dxq dx, dxs
0

where U = (uq, Uy, U3, 011, 012, 013, 022, 023, 033) ", * IS the transposition sign,

A:(P13x3 03><6)
Osxz  loxe /'

-1 0 0 O 0 O
0343 0O 0 0 -1 0 O
0O 0 0 0 -1 0
—C11 0 0
B =] —¢2 0 0 ,
—Cq3 0 0
0 _C4_4, 0 06)(6
0 0 —Cy4
0 0 0
o 0 o0 -1 0 O
O3x3 0 -1 0 0 0 0
o 0 O 0 0 -1
0 —C12 0
— 0 —C11 0
¢= 0 —co3 0 ’
_C4_4 0 0 06)(6
0 0 0
€11 — C12
0 0
2
0O 0 0 0 -1 o0
O3x3 O 0o 0 0 0 -1
0O 0 -1 0 O 0
0 0 —C13
_ 0 0 —C13
D=1 o 0 —C33 ’
0 0 0 Oéxe
—Cy4 0 0
C11 — C12
0 0
2
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O3><3 03><6

—1,(0) 0 0 0 0 0
0 —15,(0) 0 0 0 0

F=1, 0 0 —133(0) 0 0 0 ,
X3 0 0 —12(0) 0 0

k 0 0 0 0 —13(0) 0 )

0 0 0 0 0 —153(0)

03><3 03><6

r'y 0 0 0 0 0
0 15, 0 0 0 0
R=R(t) = 0 0 71335 0 0 0 | (7
Osxs 0 0 71’4, O 0
K 0 0 0 0 71'33 0 )
0 0 0 0 0 1y

The system (6) can be reduced to a symmetric hyperbolic system [5],[6].

We reduce the system (6) to canonical form with respect to the variables t and x3. To do this,
multiply (6) on the left by A=* and compose the equation

|A=tD — AI| =0, (8)

where I is the identity matrix of dimension 9. The last equation with respect to A has following

solutions:
__/%_3 :_f%_‘* I e b —
Ay (x3) = P , Aa(x3) P , Asz(xs) 2p ) 2'4,5,6 0, 9
_ e _ /_ _ /_
A7 (x3) = 2p , Ag(x3) = P , Ao(x3) P . (10)

Now we choose a nondegenerate matrix T (x3, t) so that the equality
T-1A~IDT = A (11)

is hold, where A is a diagonal matrix, the diagonal of which contains the eigenvalues (for each fixed
x3) (9)-(10) of the matrix A~1D that is

C C Ci11 — C Ci11 — C C C
A = diag - ﬁl_ ﬁ'_ 11 127010101 11 12! ﬁl ﬁ .
p p 2p 2p p P

From the formula (11) implies the equality

ATIDT =TA,
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EXACT AND NATURAL SCIENCES

which means that the column with the number i of the matrix T is an eigenvector of the matrix
A1DT, corresponding to the eigenvalue ;. Direct calculations show that the matrix T, satisfying the above
conditions, can be chosen as (not uniquely)

T(x3) =
0 1 0 0 0 0 O 1 0
0 0 1 0 0 0 1 0 0
1 0 0 0 0 0 O 0 1
—C13 L 0 0 1 0 1 O 0 €13 L
C33 C33
= —C13 i 0 0 0 1 0 0 0 C13 i
C33 C33
—+/C330 0 0 0 0 0 0 0 —+/ C33P
0 0 0 0 0 1 0 0 0
0 —JCsap O 0O 0 0 o JCaap O
0 0 —J(ci1—c2)p 0 0 0 J(eiz—c2dp O 0

We introduce the vector function U by the equality
U=T9.

Making this change in the equation (6) and then multiplying it on the left by T=14~1, then we get

t

d d d d

| —+A=—+B;— —+F 9= R(t— X 12

(6t+ 6x3+ 16x1+C16x2+ 1)19 f 1(t —1,x3)9(x, 1)dr, (12)
0

where

By =T7'AT'BT = (by), € =T AT = (cy),

oT
F, =T A 'D—+ T *A7YFT = (p;;
1 ax3 + (pl])l

7, 00 0 0 0 0 0 o
0 7 0 0 0 0 7 0 0
0 0 f3 0 0 0 0 7y 0
fr 0 0 T O T 0 0 Ty
i fog 0 0 0 #5 0 0 0 T
Re=G)=10" 0 0 o o w0 o o | @3
0 0 3 0 0 0 0 7y 0
0 7 0 0 0 0 7g 0 0
fqy 0 0 0 0 0 0 0
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33 13

where 7y = Tog = —Fjg = —Fo; = S T2 =Tgg = —T2g = —Tgp =—=, T33 =177 =137 =
~ Tz ~ _ ~ _ C13 .. ’ ~ ~ ’ ~ o~ _C13 .0 ’
T3 = Tan T 7Ty = /1—1(7" 11 —7'33), Taa =711, Tag =711 — 112, T51 = —Tg9 = Z(T 22 = T'23),

~ I 4 ~ I 4
Tss =1 22,166 = 1 12-

The purpose of this article is to study the direct and inverse problems for the system (11). Moreover,
the direct problem is an initial-boundary value problem for this system in domain (x;,x,) € R?,x; €
(0,H),t > 0, and in the inverse problem, the elements of the matrix R are assumed to be unknown, which
are included in the definition of the matrix Ry (12).

The outline of this paper organized as follows. Section 1 presents the formulations of the direct and
inverse problems and investigates the direct problem. In Section 2, the inverse problem is reduced to solving
of an equivalent closed system of integral equations. In Section 3, we present the formulation and proof of
the main result, which consists in the unique global solvability of the inverse problem. At the end there is a
list of literatures used in the article.

1. Set up problems and investigation
Consider the system of equations (12) in the domain

D = {(x1,%x3,%3,t): (x1,%3) € R%, x5 € (0,H),t >0}, H = const,
with a bounded ' =T, UT; U Ty:
To = {(x1,%3,%3,t): (x1,x,) ER%,0< x5 < H,t =0},
I = {(x1, %2, %3,0): (x1,%3) € R, x5 = 0,t > 0},
T, = {(xq, X3, x3,t): (x1,%x,) € R?, x5 = H,t > 0}.

For this system direct problem we pose as follows: determine the solution of the system of equations

(12)

Vilt=0 = @i(x), =19, (14)

ﬁi|x3:H = gi(x11x2't)' i=13, 19i|X3=0 = gi(xler't)' i1=79. (15)

Here ¢;(x), g;(x1,x,,t) are given functions. It is known that [6] the problem (12), (14), (15) is
posed well.

The inverse problem is to determine the nonzero components of the matrix kernel R, that is 7;;(t),
i,j = 1,3 (R is included in R, according to the formula (12) ) in (12) if the following conditions are known:

ﬁi|X3=0 = hi(lexZ't)l i = 1161 (16)

where h;(x,,x5,t), i = 1,6, are the given functions.
In the inverse problem, the numbers 7;;(0), i,j = 1,3 are also considered to be given.

Recently, there has been an increased interest in hyperbolic systems of integro-differential equations
containing integrals of the convolution type. Such equations describe processes with memory (with
aftereffect) or, as they are also called, eridite processes [7, p. 180-189]. Such processes are characterized by
the fact that the change in their state at each moment of time depends on the history of the process. Examples
of such processes are the deformation of a viscoelastic medium [2, p. 449-453], the processes of propagation
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of electromagnetic waves in media with dispersion [8, p. 357-392] and dynamics of coexistence and
development of animal and plant populations of various species [7, p. 193-195].

Inverse problems for hyperbolic integro-differential equations have been studied by many authors, we
note the works [9]-[21] closest to the topic of this article. In works [9]-[11], one-dimensional problems of
finding the convolution kernel were studied: from the general wave equation [9] and from the viscoelasticity
equations [11]-[19]. The main results of these works are theorems on the unique solvability of the problems
posed. In [20], [21], results were obtained on the existence and uniqueness of solutions to some
multidimensional inverse problems of determining the kernel from second-order hyperbolic integro-
differential equations.

It seems completely natural to study inverse problems on the determination of the kernels of integral
terms of a system of integro-differential equations directly in terms of the system itself. This article is a
natural continuation of this circle of problems and to a certain extent generalizes the results of [22] to the
case of a three-dimensional system of viscoelasticity equations (1), (2).

Let functions F; (x,t), ¢ (x), g;(x1,x3,t) included in the right-hand side of (12) and the data (14),
(15) are compact support in x;, x, for each fixed x5, t. From the existence for the system (12) of a compact
support domain of dependence and compact support with respect to x;, x, of the right-hand side (12) and
data (14), (15) implies the compact support in x;, x, solutions to the problem (12) - (15).

Let us study the property of solution to this problem. More precisely, we restrict ourselves to studying
the Fourier transform in the variables x;, x, of the solution. In what follows, for convenience, we put x; = z
and introduce the notation

19(7’]1’ N, Z, t) = f ﬁ(xl' X5, Z, t)ei[n1x1+n2x2]dx1dx2'
R2

F(’h' N2, %, t) = f Fl(xlleJZ' t)ei[n1x1+n2x2]dx1dx2:
R2

where 14,1, are transformation parameters.

In terms of the function 9 we write the problem (12)-(15) as

9
3 ay, .
(& Y &) Uiz t) = kzl Djk(2)0r(z,t) +

t 9
+f Z Tik(z, r)@k(nl,nz,z,t —17)dt, j=1,9, 17)
0o k=1

where pj. = —inibjx — iN2Cjk — Pjk-

We fix 1, n, and for convenience, we introduce the notation 9(n;,1,,z,t) = 9(z,t). We will use a
similar notations for the Fourier images of functions included in the initial, boundary and additional
conditions(14)-(16):

Oile=o = ¢i(2), =19, (18)

(19)

>
=
I
jan}

Il
©
~

o~
b/
—

Il
‘}_\
>
=

I
o

Il
o
~

o~
&/
~

Il

N
‘\O
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1§ilzzO = Ei(t)' L

1,6. (20)

Where ¢;(z), i = 1,9, ¥;(t), i = 1,2,3,7,8,9 are the Fourier images of the corresponding functions
from (14), (15) for n = 0. We also denote by Dy the projection of D onto the plane z, t. In what follows, we
will consider the system of equations (17) in the domain Dy U [ under the conditions (18) and (19). Where
lh={(zt):0<z<Ht=0},={zt):z=0,t>0},5 ={(zt):z=H,t > 0}.

Let us pass from the equalities (17)-(20) to the integral relations for the components of the vector 9
with integration flux along the corresponding characteristics of the equations of the system (17). We denote

VP (B)
V€aa(B)

NG dp,
vV c33(B)

N ()
b (2) = ~hs () = bf V (c11 — c12)(B)

Inverse functions to u;(z), i = 1,9, will be denoted by z = u;(t), i = 1,9. Using the introduced
functions, the equations of characteristics passing through the points (z,t) on the plane of variables &, T can
be written in the form

Ho(2) = —s (2) = f Ho(2) =~ (2) = f ap,
0

df, pa(2) = us(2) = pe(2) = 0.

t=t+ ) — w2, =19 (21)

Consider an arbitrary point (z,t) € Dy on the plane of variables &, v and draw through it the
characteristic of the i th of the system (17) equation tell to intersection in the domain 7 <t. The
intersection point is denoted by (z&,t}). Integrating the equations of the system (17) along the
corresponding characteristics from the point (z§, t}) to the point (z, t) we find

"B>

ik )0k (D g (e (24T +

di(z,t) = ;(2, t}) + fi

T 9
j [ D et - 906 0dale oo 1=T5. (22)
0 k=

t} 1

We define in (22) ti. It depends on the coordinates of the point (z,t). It is not difficult to see that
t5(z, t) has the form

{ —w@ ), t2 @ -l o

, 0 <t <u(z)—wH),
ti(z,t) =40, i = 45,6,
{ i (2), t = pi(2),

0<t <) i=789.

Then, from the condition that the pair (z, t}) satisfies the equation (22) it follows
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. 7 > -,
i(z,t) = =12
%% 0) {yi—l(yi(z) —0, 0<t < (D) — (), T P
z(i)(z, t) =2z i=4,56,

i 0) t 2 .ul(Z)’
i — P
A0 = -0, 0 <t =T8O

The free terms of the integral equations (22) are defined through the initial and boundary conditions
(18) and (19) as follows:

ol ol Gi(t = i (2) + w(H)), t = up(2) — pi(H), 123
0G0 = o (1w - 0), 0<t <@ -, LTV
19(1:)(Z(i)’ t(l)) = @l(z)l l = 4I5I6I
it i — gi(t — pi(2)), t 2 pi(2), g0
o(zo. fo) = @i(#fl(ﬂi(z)—f)); 0<t<u(z), T

We require that the functions 9;(z{, t}) be continuous in the domain D. Note that for the fulfillment of
these conditions, the given functions ¢; and g; must satisfy the matching conditions at the corner points of
the domain D, that is

¢:i(0) = gi(H), i=123,  $;(0)=gi(0), i=789. (23)

Here and below, the values of the functions g;, i = 1,2,3,7,89 at t =0 and functions @;, i =
1,2,3,7,8,9 at z = 0 and z = H are understood as the limit at these points when the argument tends from the
side of the point where these functions are defined.

Suppose that all given functions included in (22) are continuous functions of their arguments in Dy.
Then this system of equations is a closed system of integral equations of the Volterra type of the second kind
with continuous kernels and free terms. As usual, such a system has a unique solution in the bounded
subdomain Dyr = {(z,t):0 <z < H, 0 <t <T}, T>O0 aresome fixed number, domain D.

Thus, the following statement is hold:

Theorem 1. Assume functions F; (x,t), @(x), x € R3, g(x4, x,, t) are compact support in x;, x, for
each fixed x3, t. Let be p(2),c335(2),c44(2), c11(2), c12(2), §(2) € C1[0,), §(t) € C[0,), p(z) >0,
€33(2) >0, €44(2) >0, ¢11(2) >0, ¢12(2) >0, 13(t) € C*[0,0), i,j = 1,2, and conditions (23) are
satisfied. Then there is a unique solution to the problem (17)-(19) in the domain Dy.

The problem (17)-(19) in the domain Dy is equivalent to a linear integral equation of the second kind
of Volterra type with respect to 9. As follows from the theory of linear integral equations, it has a unique
solutions [23]. So we drop it.

Let us introduce the vector function w(z,t) = ?;_f(z' t). To obtain a problem for a function w(z,t)

similar to (17) — (20) differentiate the equations (17) and the boundary conditions (22) with respect to the
variable t, and the condition for t = 0 is found using the equations (17) and the initial conditions (18). In
this case, we get

9

(% + A %) wi(z,t) = 2 Pik(@)wi(z,t) +

k=1
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9 t 9
+Z i (2, £)P;(2) +f z Fir(z, Dwi(z, t —T)dt, i=1,9, (24)
k=1 0 k=1

d . . .
Wi|z=py = Egi(t): =13, wilz=0=-:8:(t), i=709, (26)

a ; —
where @;(2) = 4 222 + 39, pj(2)¢i(2), i = 19.
For functions w; additional conditions (20) gets
d . .
wi|Z=0 = ahi(t), L= 1,6 (27)
Integration along the corresponding characteristics again brings the problem (24)—(26) integral
equations
(Ui(Z, t) = wi(Z(i)' t(l)) +

tro

t o9
+f z Pir (0§ D eyt fr—t 4y 97 + f 2 T (§, T)P:i(§) +
tt k=

i k=1 i k=1
0 £

T 9
+f z i (6, T — )wi (€, a)da] dr, i =19. (28)
0

k=1 E=pi r—t+pi(2)]

In equations (28), w; (z4, t}) are defined as follows:

d
—9i(t — i (2) + w(H)), t=p(2) —w(H),

w; (2, th) = {0t i=123,
o (U @ - 0),  0<t< @) —wH),
196(2(1.)’ t(l)) = q)l(z)' l = 4J5J6J
0 (t —pi(2) t = pi(2)
o —3i(t — u; (2)), > ui(2),
wi(zb, ) = {0t”" l ' i =789,

@, (#i_l(lii(z) - f))' 0 <t<p(2),

Let the following conditions hold

[@LO =4 [aqf;( )] +Z py(H)@;(H), i=13, (29)
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[ag:?it(t)]t_o =4 [@] . +§: pi;(0)9;(0), i=79. (30)
- 20 L

It is easy to see that the conditions for matching the initial and boundary data (25), (26) in corner
points of the domain Dy coincide with the relations (29) and (30). Hence it is clear that for the fulfillment
of the same equalities (29) and (30) equations (28) will have unique continuous solutions w;(z, t), or the
same — 19 i(z,1).

2 Study of the inverse problem
Consider an arbitrary point (z,0) € Dy and draw through it the characteristics (21) for i = 1,2,3, up
to the intersection with the left lateral boundary of the domain Dy. Integrating the first three components of

the equation (24), we obtain
wi(z,0) = w;(y:H, t}) -

tf

ik () wi (S, T)lf:ui_l['[+#i(z)]d‘[ —f [Fire (5, D) @i (§) +

k=1 0

o o
M
>

9 T 9
+Z Of Z fik(e,r—a)wk(g,a)da] dr, i=19. (31)

E=pi r+pi(2)]

= frn — @, 12123789, (0 (= 123456,
Whel'e tl - {O l — 4_’5’6’ L 1, l = 7,8,9-

After many simple observation, we taken into account the initial conditions (27), those characteristics
that are perpendicular to the OZ axis are differentiable with respect to the variable t, and other with respect
to the variable z. Used equality (13), (26), (27) and (31), we get following the integral equation:

d .
r'11(t) = M1Qy — le (11— 7"12)(’[)%}16@ —1)dt +
0
¢ t

d .
+ [ @ g Rt = de - My f |20 - )05 (- ) -0 +

0

1j (E) Wj (E! T) |f=u1_1[t—r] dr +

>

t 9
d . d
+r’11(r)%h4(t—‘c)] dT+2C13f EZ
0

t
g .
t+C13 f '33(7) 9z (@1 = P) () e=prr(e—rdT
0

t

(8
;3 3D 7 (b~ 3o) (¢~ e +
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d
vos [ [ @ (01 - 0967 - Ddale_ypipqdn. (32)
g d .
120 = @ ~ 10601 [ M@ et = Ddr,  (33)
0
9
, a
F1a(t) = ~2M304(2) + 2M, f > a0 E Dl +
=1
g d
+M2j 7”13(’[)&((,02 P8)(Oeopz1[e-rdT —
0
t
—Msf r 13(7) (hz Js)(t — DdT +
0
t 1 5
+M2.[ f 7"'13(“)&((02 —wg)(§, 7 — a)dalfzyz_l[t—‘[]dr’ (34)
0 0
g d
T'22(t) = MyQq + MSA1M6f 7”23(’[)&(@3 = @) epz1e-rdT —
0
t
’ d . A~
—Msf r 23(T)E(h3 - 97)(t —1)dt +
0
t 9
d .
+2Mg [ 3" By )06 Doy +
0 j=1
, d
+Ms2y j f '23(Q) 97 (w3 —w7)(§, 7 — a)daly_ -1 pdT +
0 0
t
+Mfr (T)[13d g)(t—r)]dr+
4 23 1 dt 9
0
g d
c -
#, [ 5T (= g0)(e — i +
0
g 0
M [ 17530 5 (@1 = 9)Elgmptie—nide +
0
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9
9
+2M5f —Z 0D e pemdr +

0
+Ms r'33(@) == (w1 — wo)(§, T — a)da|s_,—1 t—1dT, (35)
0z §=py [t—1]

t

d
'23(t) = —2Mg¢Q5(2) +M6f T23(T) ( = 0 epz1(-rd7 —
0

t

1] d . A~
-M; | r 23(T)—(h3 - .97)('t —1)dt +
dt

t 9
d R
+2M [ £ Doy € Dleoygrie—nde +
0 j=1
0
+M6f f r’23(0()a —w7)(§, T - a)dals- —usl[e-r14T, (36)

t 9
d
r'33(t) = —2MgQs(2) + ZMSJ &Z
0

P1j () @i (€, Dl eoprie—ndr +
j=1
t 5 ¢
+M8 J T"33 (T) a ((ﬁl - @9)(€)|f=uI1[t_T]dT - J r 33(T) (hl gg)(t — T)dT
0 0

0
+Mg r'33(a) == (w1 — wo)(§, T — a)dar|g_,—1 —ndt,  (37)
0z E=ur[ ]

where, My = [22.(5,(0) ~ §o(0)) + @4(0) + §6(0)] My = 12[92(0) — po(0)], My =
[92(0) — $a(0)] ™, My = [22 (§5(0) = #1(0) + ps(®)]

Ms = (1= @s(0)M)[P3(0) — $7(0)]7, Mg = 2;[$3(0) — $7(0)]™', M; = [@3(0) — ¢(0)]7*
Mg = A1[$1(0) — §o(0)]™, Mg = [$1(0) — Po(0)]7*

Q1 = My [ hs(0) - 352, ﬁ5j(0)wj(0 0] - 2015 [2[£ Ay (1)) Z 01 (2) -
301 51 (@wi(0,8], Q2 = 155 he(®) = iy Py 0wy (0,0)

dt?

9
_ofd. ,10 15,
Qs =~ [E hz(tl)] o, P2(2) = Z; P2:(0)w; (0, 1),
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Qs = My [ Ra(6) = 2oy Bay (000, 6)] = 2Ms Ay [ [y (6)] 2 by (2) —
,Tazi=1 P3i(0)w; (0, t)],

Qs = —2Mq [ [ R (6D)] 55 @5(2) = 1= 22 P2 (Owi(0,0)]
Qs = —2Mg [+ [ 51 ()] 2= @1(2) — 5 2y ri(@)wi(0,1))
23 (§4(0) = §9(0)) + P4(0) + P6(0) # 0, $2(0) — P5(0) # 0, (38)

%2 (§(0) — $1(0)) + @5(0) = 0, §3(0) = $7(0) # 0, §1(0) — Ps(0) 0. (39)

The equation (32) — (3237) contains unknown functions %, j =1,9. For them we will receive
integral equations from (28) by differentiating them with respect to the variable z. Moreover, we have

9 9
0 7] . o o .
iz t) = 5wz th) - [ > Buzbwn(zi ) + ;_1 Mza,ta)@i(zs)]

k=1
9

t 9
a
+ f 5[; Pu(O0r(E D) + ) TaE PO
e =

e e

k=1

9
9 o
b th [ D il th = D0k Doy 7+
0

9
2 T (§,7 — @)wi (§, a)dal ;- ui - (240 1 =19. (40)

+
—
o—_
QJ|Q)

We require the fulfillment of the matching conditions

0P d ¢ . T
[~ 22,0 + 29 Py (0)§;(0) = [5-hile=o,  i=16. (41)

3. Main result and its proof
The main result of this work is the following theorem:

Theorem 2: Let the conditions of Theorem 1 are satisfaed, besides ¢;(z) € C2[0,H], i = 1,9,
P;(t) € C2[0, ), i =1,2,3,7,8,9, h;i(t) € C%(0,), i = 1,6, equality (38),(39) and matching conditions
(23), (29), (30), (41) hold. Then for any H > 0 on the segment [0, H] there is a unique solution to the inverse
problems (12), (14), (15) and (16) from class R,(z, t) € C*[0, H].

Proof. Equations (28), (32)—(37) and (40) supplemented by the initial and boundary conditions from
the equalities (24) forms a closed system of equations for the unknowns w;(z,t), i = 1,9,7;;(t), i,j = 1,3,

% w;(z,t), i = 1,9. Consider now a square
Dy:={(z,t):0<z<H, 0<t<u’,

where % = 1<19%%)§z<9{“m(‘)(H)}
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Equations (28), (32)—(37) and (40) show that the values of the functions w;(z,t), i = 1,9, ' (D),

i,j =13, %wi(Z. t), i = 1,9 at (z,t) € D, are expressed through integrals of some combinations of the
same functions over segments lying in D,.

Let us write down the equations (28), (32)—(37) and (40) in the form of a closed system of integral
equations of Volterra type of the second kind. To do this, we introduce into consideration the vector function

u(z,t) = (v}, vf, v}), i =19, j = 1,6, setting their components by equalities

vi(z,t) = wi(z,t), i=19, (42)
() =711, Vi@ =1"(),  vi®) =713, Vi) = 152(0),
vE(t) = 1'53(2), vE(t) = 1'33(), (43)

0 7 aa(td ) N0
ui3(z, t) = —w;(z,t) — 332( 0) (951(2(1)) - 439(26))5%' i=19, (44)

0z
3 _ 0 r 23(%) C_
vi(z,t) = gwi(z, t) — ( 2(20) (pg(zo)) i =27 (45
3 _ 0 r 13( 0) -
v (z,t) = Ea)i(z, t) — ( 3(20) <p7(zo)) to, i =38 (46)
vi(z,t) = %a)i(z, t), i=4,6. 47)

Then the system of equations (28), (32)—(37) and (40) takes operator-vector form
v = Av, (48)

where the operator A = (A1 A2 A?), i=19, j= 1,6, in accordance with the right-hand sides
follow equations (28), (32)—(37) and (40). Taking into the equations (28) and the expression of (42), defined
as follows

t

Alv =001 (z,t) + f ( )

= P9)($)

le= it fr—t 4y (2197

Z )

t T
v2(a) .
- [ [ B2 0l -6t - Ddalesyiprndn =19, (49)
0

=zt r—t+p, 297

o V2
> py@vtEn - 22, - 00

T
vi(a) o
> Wl -vd)HE - Q) dat|soy=1[r—ppp, (24T 1 =28, (50)
0

t
£
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t
Alv =vt(z,t) + f

to

9

2
RIOTIE B 90— @

=z r—t+us 297

2

t
3
to

pui(u} D) + [ ED04) + 0 — VD (@Ps(dr +

1 0

9 t
J=

t
Aivzj
0

—v3) (1) (@1 — Po)(2)dT +

+
O\H
o
.}’|;
f‘\
P—‘N

— ) (@) (Wl —vd)(z, a)dadr +

+
O\H
o

o
3’|;

f‘\

'—‘N

t T
+[ [ wr@vie - o+ 0@ - @i - oldadr,
00

t

t o9 t T
Alv = j z ﬁ5j(Z)Uj1(Z,T)dT+J vlz(r)(/’)4(z)dr+j f vZ(a)vi(z, T — a)dadt
0 0 0

j=1 0
t

+f 6/113 (vF = V)@ (@1 — Po)(Ddr +
1
t T
+f f C13( _UG)(T)(U:L —vg)(Z a)dad‘[
0 0

t 9
Alv = J Z Pej(2)v} (z, T)dT +
) 4

Jj=1
t

t 7
+ v2(@)vi(z, 7 — a)dadt + | v3(1)Pg(2)dr.
/] /

0

So taking into the equations (32)—(37) and the expression of (43)—(??), defined as follows

t

A%y =v0%(z,t) — le (v? —vz)(r)—hs(t—‘r)d‘r+f v%(r)%fls(t—‘c)dr—
0

t
d .
_M1! [%( 1 _Ue)(T) (h1 g«))(t—‘[) +U12(T)Eh4(t_r)] dr +
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t 9
d
+2C13f &Z S()U & Dle=prre-ndr +
0

j=1
t t

d
+C13f Ué(ﬂ&(‘h P9) () g=prr[e—mydT — /1 UG(T) (hl Jo)(t — T)dt +
0 0

t 7
+c13ffv —(v1 v%)(f,r—a)dalfzu;1[t_f]dr,
00

t

220 =08 (2, 1) — [P6(O)]" f (r) et — ),
0

9
Az — ,,02 2M i 1 d
3V =v3°(z,t) + 2M, 57 D2 (v 6 D)= ps1e-mdT +

Jj=1
t t

0
s [ O3 02 9O lyirctr = | O (= go)e = ar+

t T
9
+M2f f vi(a) 5~z —ve) (€, 7~ )dalg_y;1erdT,
0 0

d
A3 = §2(2,0) + M5y M f V(D) 5= (@3 = P (Olgmugir—ndr —
0

t

t 9
d
s [ v 3 (s - )6~ + 2 2.2, P €} € Dlecyse e +
J=

0

0
+M5/11J J vg(a)g(v3 ) (e a)da|§=u§1[t_r]dr+
0 0

t t

+M4J,v5()l dt(A1—§9)(t—T)dT+M4be6()/1 & (R — o)t~ 1ydr +

t

0
+Ms [ VB2 (0 = ) Oleyiionde +
0

P1j (V] € Dlemppife—qdr +

9
=1

t
d
+2M5f EP
o .

J

(55)

(56)

(57)

d
M [ [ Vi@ 0 =) €T - dalg_yprpgdn (59)
0 0
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t

0
A% =v8%(z,t) +M6f Usz(T)E(qh <P7)(f)|§ uslt— 7dt —
0

t t

9
d
[ 2@ 5 (Rs = 9)(e = D+ 2Mg [ " 53O0} €Dl +
0

0 j=1

t T
d
M, [ [ 2@ 0 (€T - @dal_yprpndn (59)
0 0

9
Az — ,,02 2M i 1 d
6U = Ug (Z; t) + 8 9z 1] (f)v] (E' T)lf:ﬂfl[t—‘[] T+
J=

t t

d
#y [ V205 @1 = Oy — Mo [ v 3o (b = §o)(e - D +

0 0
2 0 1 1
+Mg vé(a) FP (v —v3)( T — a)da|€=#51[t_r] dr. (60)

So taking into the equations (40) and the expression of (46)—(47), defined as follows

Adv =03 (z,t) +
t a 9 1
v 6—[2 w@UEET) +508E (@1 - @)(5)] e et +
th k=1

£

a . .
+omth [ VBt = DT~ 0 Do) 7+
0

t T

d

[ [ 5= 0 = Ml cpuonte. =15, 1)
0

tg

Adv=v23(z,t) +
o [s 1
+ f FP [Z P ©vie(§, 1) + §U§ (P2 — P8) ) | lempz r—t4pp 24T +

5

0 . .
+oth [ V3Gt = D03~ 0D Do)+
0

t T
0
+j f 5, V3T =z —v) € Ddale_ 1o dn =28 (62)
0

tg
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Adv=v23(z,t) +

t 9
a 1
+ f Ep [Z Puc (O (€, 1) + Evg(f; (@3 = P | lepztfe—t+ps 247 +

5

+
%ﬁ
O\H
S|

[VE(¢, T — ) (W3 — v D]l emyztfmpipy 4T L =37, (63)

DM
=

‘ 0
G @O |d+ [ 6. + 0F - ) @p6)]dr +
0

J [ (Wf —vd)(@(P1 - @9)(2)] dr +

+0f I;[Tl W? —v3)(7)(v] —vd)(z a)] dadt +

VA

t T

G

+f f 5, Wi (@vi(z 7= a) + W —v)(@)ve (2 T — @)ldadr,  (64)
0 0

dt +

t
3 AN R 1
Asv = j EP Z psj(2)vj (z,7)
0

t
a 2 ~ [ a 2 1
+f &vl (T)(p4(z)dr+f f £v1 ()vz(z, T — a)dadt +
00

0

t
a
+! az |2 (U4 —v)(D)(@; - @9)(2)] dr +

0z

t 9
d
Adv = f 5[2 Pej (2} (z,7)
0 j=1

t T
d
+ff_[l_13( —v) (@] —v5)(z a)|dadr,  (65)
00

dt +
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t

t 1
+f f iv%(a)vé(z,r—a)dadr+f i1}2(T)qo6(z)dr (66)
0 0

0z J
where
v21(z,t) = wi (2, t5), i=123789,
vz, ) = My (2)Q:(z,t),  v2%(zt) = Q2(zt), v3%(2) = —2My(2)Q3(2),
V2 (2,t) = My(2)Qu(2,t), v5%(2) = —2M6(2)Q5(2)  v3°(2) = —2M3(2)Q6(2),

9
9 o
vzt = 5w (Zo.to)——t Z jZDw; (bt i=1,23789.

Let Cs(Dy), (s < 0) be the Banach space of continuous functions with the ordinary norm, denoted by

lI-Ils,

1 3
VU lls= ma ma V; t ma vU; ma V; t)|}.
v lls X{lsis‘a,(z,)é)EDol [z b)), 1<l<6t(§0T]| £, 1<is9,(z,)§)e00| Hel)

Obviously, Cs with s = 0 is the usual space of continuous functions with the ordinary norm, denoted
by ||-|| in what follows, because

e lvilvlg<lvl.

The norms || v Il and |l v || are equivalent for any T € (0, +o0), H € (0,), where s € (0,1) and we
choose that number later.

Next, consider the set of functions S(v°,1) c C,(D,), satisfying the inequality
lv—v0 <, (67)

where r is a known number, the vector function v°(zt) = Wl(z,t), i=1,9, v2(), i=
1,6, vl-03 (z,t), i = 1,_9), defined by the free terms of the operator equation (48). It is easy to see that for
v € S(°,7) the estimate || v ls<Il v° s+ 7 <Il VO || +7: = 1,. Thus, 7, is known.

Let us introduce the following notation:

max || @; |l -2 = max || g; -2 ho:=max || h; Il -2
Poi= X @i llczio,H]» Yo =1 02X o Gi llc2[0,00), o oo i lc?[0,e0)

M = max Il M;(2) licpou), M? = 'ma% Il i (2) llcio,ms
i,j=1,

i,j=1,
M3 = max | 13()" M* = max || ¢;3(2) |
- 29 2 (2) Cc[0,H]’ = 13 c[o,H]
i
M5 = ma |/1 z) lcijoppy M® = max | — |l )
ma (2) llcrpo,m Jmax 5 lego.

M° = max Il M', [@e(O)]7" I

Note that the operator A maps the space C(Dy) into itself. Let us show that for a suitable choice of s
(recall that H > 0 is an arbitrary fixed number) it is on the set S(v° r) a contraction operator. First, let us
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make sure that the operator A takes the set S(v°,r) into itself, that is, it follows from the condition v(z, t) €

SO, r) that Av € S(°, 1), if s satisfies some constraints. In fact, for any (z,t) € D, and v € S(v°,7) the
following inequalities hold:

Aty — v = max|(Alv — v{1)e~5t| <

t 9 2 —ST
< f > by @ e+ 0 (6,6 — 306D | e ey er g +

¢ H 2 —-Sa
4 f ) f v (@e™™

s @i T—a) - v5(§, 7 — a))e T Vdal eyt gy, (e <
t} 0

t
< OMO v lls+@ollvills +lvislvllg) f e—st=Nqr <
1

to
T
< ?0(9M° + o +1):i= %

Using similar calculations, for the remaining equations, we obtain

1 1
0 <= , , A2
14v = v°|| < ~max jrgilf;{ylj},giné{n,}, jrg??;{)/g,}}- ~v°,

where

Yiji=10(OM° + 9o + 1),  j=23789,
Y1a:=19(OMO + 4M°¢p, + 4MO°ry + 315 + 3¢q),
Y15:=15(OMO + @ + 19 + 4M° ¢ + 4M°1),
Yie: = 10(OM° + 15 + o),
Y21:= 15(6M°hy + 3M°%gy + 2M%¢y + hy + 36M° + 2MOry),
Ya2: =1oM%hy, ;i =1oM°(18 + 2¢0¢ + +ho + go + 215), i =3,5,6
Yaa: = 2MO1y((M®)2@y + go + ho + @o + 18 + M1y + 15 + 2M° + Myhy + M%g,),

Y3ji=210(OM° + o + 19 + M1y + 21),  j = 1,2,3,7,8,9,
Y34:= T0(9M0 + 12M0T0 + 3(p0(12M0 + 3) + 6T0),
Y35: = T0(18M0 + o + Po + 12M0(p0 + 12M07"0),

Y36 — T0(18M0 + ) + (po)
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Choosing s > (1/7)y°, we get that the operator A maps the set S(v°,r) into itself.
Now, let v and & be two arbitrary elements in S(v°, ). Using the obvious inequality

[vfvl — oFol|e=st < |vF — 0F||vte=st + |0F||vl —dlle =t < 2ro lv =D llg, (zt) € Dy,
after some easy estimations, we find that for (z,t) € D,

|Atv — A19|| = max|(Alv — AlD)e 5| =

2 _ 2
51y (o €0~ 7 0) + 22D (6,6) — 000 [ lpmuiseerpseonr +

Mo

f

3 U=

~
Ju

t T
+ [ [ 3 (k@i - ) - @6 - @) ~ v @6 - ) daleyecrapuendt +
0

tg

Nb—‘

15
5 Iy 3VE@V3(E T~ 0)dalemyife—papy ()47 <

1 | 1
< 2l — Bll5(OM° + o) + 4rollv — Tlls] < L= [oMO + g + 4] = 1y

and hence we have
|Av — AD|| < lmax max{y,;}, max{ys;}, max{ys;}¢: = 1),1,
S j=19 j=16 j=1,9 s

where
Vaji= v = 0lls(OM° + 9o +15),  j =23,7.89,
Yaa: = llv — 0lls(OM° + 4M°¢po + 4M°ry + 374 + 3¢0),
Vas: = llv = lls(OM® + @ + 10 + 4M° o + 4M 1),
Yae: = llv = lls(OM® + 15 + o),
¥s1:= |lv — 0|ls(6M°hy + 3MO%gy + 2M°¢@, + hy + 36M° + 2M 1),
¥s2:= llv = 0llsM°hy,
Ysa: = llv = 0l[s2M°((M®) %@ + go + ho + 9o + 18 + M1y + 15 + 2M° + Myhy + M%),
vsji=llv —0llsM°(18 + 209 + +ho + go + 21p),  j =3,5,6
Yeji = 2llv = 0lls(OM® + @ + 19 + M1y + 215), j =1,2,3,7,8,9,
Yoa: = llv — lls(OM® + 12M°ry + 3¢, (12M° + 3) + 617),

Yos: = llv = 0lls(18M° + 15 + @ + 12M°¢p, + 12M°1),
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Yes: = llv — Dlls(18M° + 15 + ¢o).

Choosing now s > y1, we get, that the operator A compresses the distance between the elements v, ¥
to S0, ).

As follows from the performed estimates, if the number s is chosen from conditions s > s*: =
max{y®,y'}, then the operator A is contracting on S(v°,7). In this case, according to the principle Banach
the equation [24, page 87-97] (48) has the only solution in S(v°,7) for any fixed H > 0. Theorem 2 is
proved.

By the found functions r';;(t), i,j = 1,3 the functions r;;(t), i,j = 1,3 are found by the formulas

t .
ri(@®) =1;(0) + [, r'j(Ddr,  i,j=13.

Note that by the functions r;;(t), i,j = 1,3, the functions Kij(t), i,j = 1,3, are defined as solutions
of integral equations (4).
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