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ABSTRACT 

Neural network models are one of the effective tools for making predictions and solving large-scale problems. 

The database can provide high results in decision support systems working with incomplete, difficult to formalize and 

uncertain data. Currently, various models of artificial neural networks have been created, which have been successfully 

developed, improved and implemented in solving various problems. is hampered by difficulties inherent in the neural 

network paradigm, but this problem can be overcome by hybridizing it with evolutionary modeling. the main difficulties 

in training artificial neural networks are related to the task of finding the global extremum of the error function, and attempts 

to solve it have contributed to the development of neuroevolutionary theory, which studies hybrid forms of neural network 

tuning using evolutionary algorithms. 

АННОТАЦИЯ 

Нейросетевые модели являются одним из эффективных инструментов для прогнозирования и решения мас-

штабных задач. База данных может обеспечить высокие результаты в системах поддержки принятия решений, 

работающих с неполными, трудно формализуемыми и неопределенными данными. В настоящее время созданы 

различные модели искусственных нейронных сетей, которые успешно разрабатываются, совершенствуются 

и реализуются при решении различных задач, что затруднено трудностями, присущими нейросетевой парадигме, 

но эту проблему можно преодолеть путем гибридизации ее с эволюционным моделированием. Основные трудности 

обучения искусственных нейронных сетей связаны с задачей поиска глобального экстремума функции ошибок, 

а попытки ее решения способствовали развитию нейроэволюционной теории, изучающей гибридные формы 

настройки нейронных сетей с помощью эволюционных алгоритмов. 
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________________________________________________________________________________________________ 

 

1. Introduction 

Currently, various models of artificial neural net-
works have been created, which have been successfully 
developed, improved and implemented in solving vari-
ous problems. is hampered by difficulties inherent in the 
neural network paradigm, but this problem can be over-
come by hybridizing it with evolutionary modeling. the 

main difficulties in training artificial neural networks 
are related to the task of finding the global extremum 
of the error function, and attempts to solve it have contrib-
uted to the development of neuroevolutionary theory, 
which studies hybrid forms of neural network tuning us-
ing evolutionary algorithms. Most of the known Euro-
evolutionary methods are applicable to certain types 
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of neural networks. When placing a number of input re-
strictions on artificial neural networks and changing all 
its parameters in the process of evolution, the parame-
ters of the neural network are selected for each specific 
task. Empirically, this does not always lead to optimal 
results and requires a lot of time and the involvement 
of specialists. In this regard, issues of automatization 
of topology and process selection, setting the parameters 
of neural networks provide an opportunity to solve the 
problems of implementation of the neuroevolutionary 
approach based on practical and scientific research [1]. 

Scientific and applied research in this field may in-
clude the development of new optimization methods for 
adjusting the parameters of neural networks, the study 
of effective strategies for the evolution of neural net-
works, and the application of neuroevolutionary ap-
proaches to various machine learning and artificial 
intelligence problems[2]. 

Neural network parameter tuning is an important as-
pect of neural network training, which involves choos-
ing optimal values for various parameters such 
as learning rate, number of training cycles, network ar-
chitecture, etc. This can be done using optimization 
methods such as gradient descent or optimization algo-
rithms such as Adam or RMSprop[3]. 

2. Material and methods 

Many famous scientists, including V. McCulloch, 
V. Pitts, M. Minsky, D. Hebb, F. Rosenblatt, participated 
in the creation of the theory of artificial neural networks 
in different periods. 

Various ANN models are authored by T. Kohonen, 
A. Galushkin, K. Fukushima, D. Hopfield, S. Bartsev, 
V. Okhonin and others. Evolutionary modeling meth-
ods J.G. are presented in the works of scientists such as 
Holland, N.A. Barrichelli, L.J. Vogel, A. Fraser. The issues 
of ANN hybridization and evolutionary modeling methods 
are covered in the works of the following scientists: 
V. Dobrynin, S. Ulyanov, A. Mishin, G. Beni, 
D.E. Rumelhart, L. Wang, I. Rechenberg, J. Miller, 
K. Stanley, R. Miikkulainen. The authorship of the most 
effective neuroevolutionary methods belongs to such 
famous scientists as F.Pazeman, P.Angelin, G.Saunders, 
G.Scher, L.Schaeffer, F.Gruau, Ks. Yao, Y. Li, H. Kitano, 
S. Nolfi, D. Parisi, L. Elman. Despite the existence 
of a large amount of work in this field, there is a need 
to develop new neuroevolutionary methods and algo-
rithms that significantly expand the possibilities 
of neuroevolution and increase the efficiency of decision 
support systems. 

Adjusting the parameters of neural networks is very 

important for training neural networks. It is necessary 

to select the necessary values for the learning speed 

of neural networks, the number of training cycles, network 

architecture parameters. This is done using optimization 

methods such as gradient descent or optimization algo-

rithms such as Adam or RMSprop. 

As for the difficulties in implementing the neuroevolu-

tionary approach, they may include efficiently finding 

optimal hyperparameters for evolutionary algorithms, 

choosing suitable fitness functions, processing large 

amounts of data, and other technical and computational 

problems. 

The Adam optimization algorithm is one of the 

gradient optimization algorithms and is widely used 

in studying the parameters of neural networks. This 

algorithm helps with open source optimization and 

typically uses a smoothed gradient. 

Adam's algorithm is distinguished by its open-source 

optimization capabilities and generally produces good 

results for entry-level steps. Among its main advantages 

are advantages such as calculation of automatic stages 

(learning rate), speed of the process and adaptation 

of variables in optimization. 

This algorithm is known as one of the widely used 

gradient optimization algorithms and has been successfully 

used in many types of practice. 

RMSprop (Root Mean Square Propagation) optimiza-

tion algorithm is one of the widely used algorithms 

in gradient optimization. This algorithm helps in open 

source optimization and is used to optimize the same 

parameters as Adam's algorithm. 

The RMSprop algorithm has the following main 

features: 

1. Adaptive stages (Learning Rates): The RMSprop 

algorithm calculates individual adaptive stages for each 

parameter. This helps in finding the optimal steps for 

each parameter. 

2. Root Mean Square: The algorithm looks at the 

root mean square of the previous gradient and compares 

the new gradient with these values. 

3. Epsilon additional value: An additional value 

called epsilon is used in the formulas of the algorithm, 

which prevents division by zero when calculating the 

average value of the squares of the gradient. 

The Adam and RMSprop algorithms are one of the 

two gradient optimization methods, with their main fea-

tures and comparison results. 

The Adam algorithm has the following properties: 

1. Adaptive steps (Adaptive Learning Rates): Ad-

am's algorithm calculates separate adaptive steps for 

each parameter. This helps in finding the optimal steps 

for each parameter. 

2. Momentum: The algorithm supports momentum, 

that is, it keeps the average values of the previous gradi-

ent and connects to the new gradients. 

3. Bias correction: The Adam algorithm supports 

bias correction, which reduces problems associated with 

previous steps in the optimization process. 

Comparison results: 

• Adam's algorithm Compared to the RMSprop al-

gorithm, adham has advantages in calculating adaptive 

steps and supporting momentum and bias correction 

during optimization. This increases the wide applicabil-

ity of Adam's algorithm. 

• The RMSprop algorithm takes into account the 

mean values of the squares of the previous gradients 

and thereby optimizes the new gradients. This ensures 

that the RMSprop algorithm has its own methods of op-

timization. 

Each algorithm has its own advantages and disad-

vantages, and it is recommended to test them in practice 

to decide in which case they should be used. 

The RMSprop algorithm is widely used in open 

source optimization and helps to find optimized gradient 
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steps. This algorithm achieves the same goals as Adam's 

algorithm, but its optimization formulas and parameters 

are different from Adam's. 

To code Adam and the RMSprop algorithm in Py-

thon, we use high-level libraries such as TensorFlow 

and PyTorch: 

For TensorFlow: 

import tensorflow as tf 

optimizer = tf.keras.optimizers.Adam(learn-

ing_rate=0.001) 

For PyTorch: 

import torch 

import torch.optim as optim 

optimizer = optim.Adam(model.parameters(), 

lr=0.001) 

These codes are suitable for running the Adam op-

timization algorithm in TensorFlow and PyTorch. Ad-

just `learning_rate` to the desired value. In general, 

these codes are useful for learning neural networks. 

Conclusion  

Forecasting methods in complex systems are sub-

ject to errors, and we always try to reduce these errors. 

One of the main disadvantages of using ANN to solve 

nonlinear problems is the weakness of learning a large 

number of patterns. This drawback is overcome by us-

ing this method, mainly due to the ability to select good 

data. The presented ones are mainly suitable for cases 

where the structure of the problems is not predetermined 

and the use of classical methods based on existing pat-

terns (theories) is not recommended. Due to the stochas-

tic search algorithm of GA and the ability of ANN 

to identify the pattern of complex systems, this model 

can be used to determine the optimal combination in DSS 

systems, to reduce modeling variables in engineering 

processes, to solve robot decision-making problems, etc. 
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