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Abstract. This article is dedicated to the solution of the initial-boundary value
problem for the Moore-Gibson-Thompson equation and introduces the inverse prob-
lem of identifying the kernel using an additional integral condition. First, we prove
the existence and uniqueness of the solution to the direct problem and provide a
priori estimates for it. Then we consider a new problem that is equivalent to the
direct problem, and we use it to investigate the inverse problem. By applying a fixed
point theorem in a suitable Sobolev space, we obtain global existence and uniqueness
results for the inverse problem.
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1. Introduction. The theory of thermoelasticity has garnered significant inter-
est from researchers and scientists due to its numerous applications across various
fields. The fields of architecture, structural engineering, plasma physics, geophysics,
aeronautics, missile technology, and steam turbine generators are among the most
significant domains where this theory is applied. In a novel development, an uncou-
pled principle of thermoelasticity was proposed, in which elastic strain is considered
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independent of heat transfer, and vice versa. However, this hypothesis proved un-
tenable when tested against the practical outcomes of numerous concrete problems.
Subsequently, researchers proposed alternative theories of coupled thermoelastic-
ity, which gained widespread recognition as the general thermoelastic theory. The
concept has gained prominence in recent years for its aim to resolve the contradic-
tion of the unlimited heat propagation rate. This description now applies, to some
extent, when discussing practical applications such as high-speed energy transport
and low-temperature, high-heat transfer engineering.

The classical coupled thermoelasticity theory (CTE) [4], proposed by Biot, pre-
dicts an implausible, infinite rate of heat propagation. To resolve the apparent
contradiction between the extraordinary phenomenon of unlimited speed and the
CTE theory, a new class of non-classical thermoelasticity models has been intro-
duced. These new models, known as generalized thermoelasticity, aim to address
the limitations of classical thermoelasticity by incorporating additional physical
effects. The Lord–Shulman [26], Green–Lindsay [16], and Green–Naghdi [17]-[19]
theories represent significant advancements in generalized thermoelasticity and are
currently the primary focus of research in this field. Lord and Shulman [26] in-
tegrated the principle of heat flow rate into Fourier’s law with thermal relaxation
time, thereby formulating a theory of extended thermoelasticity that incorporates a
thermal flux rate. Green and Lindsay [16] modified the energy equation, along with
the relationship between Duhamel and Neumann, to yield two relaxation periods.

Green and Roychoudhuri proposed theories of thermoelasticity with and with-
out energy dissipation [10] and introduced the three-phase-lag (TPL) thermoelastic
model.

This model introduces three distinct phase delays: one in the heat flux vector,
another in the temperature gradient, and the third in the gradient of the thermal
displacement function. These delays aim to provide a more accurate representation
of heat propagation in materials under thermoelastic conditions. The prevalent
problems of thermoelasticity based on these new models have become increasingly
significant [1, 2, 32].

The Moore-Gibson-Thompson equation (MGT) has garnered significant atten-
tion in recent years. This equation is derived from the linearization of a model for
wave propagation in viscous, thermally relaxing fluids. The behaviour of acoustic
waves depends on the properties of the medium, particularly regarding dispersion,
dissipation, and nonlinear effects. The model equation accounts for the effects of
viscosity and heat conductivity, as well as the influence of heat radiation on sound
propagation.

In this study, we examine Stokes’ work [31], which asserts that the MGT equa-
tion was introduced for the first time. The mathematical and physical analysis
of the model equation is highly intriguing, and these authors have suggested sev-
eral potential applications in nonlinear acoustics and thermal relaxation in viscous
gases and fluids (see, e.g., [27], [29]). Additionally, we refer to Lasiecka et al. [8,
11, 20] for a list of references regarding the physical and mathematical motivations
behind the MGT model.

Let Ω ⊂ Rn be a nonempty bounded open set, with a smooth boundary Γ, and
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let T > 0. Then, we consider the following direct problem uttt + utt −∆ut −∆u+
∫ t

0
g(t− τ)∆u(τ, x)dτ = 0, (0, T )× Ω,

u(0, ·) = u0, ut(0, ·) = u1, utt(0, ·) = u2, Ω,
u = 0, [0, T ]× Γ.

(1)

The problem presented in equation (1) has garnered significant attention. First,
Lasiecka and Wang established the case where the memory kernel exhibits a more
general decay rate in the non-critical regime [21, 22, 23], and further results fol-
lowed. See, for instance, [5]-[6], which studied the existence and uniqueness of
solutions for a new class of MGT equation concerning the non-local mixed bound-
ary value problem.

Now we set up the inverse problem of recovering the unknown the relaxation
memory kernel coming from materials under viscoelastic effects, from knowledge
of next the data for the solution u,∫

Ω

η(x)u(t, x)dx = h(t), t ∈ [0, T ]. (2)

Condition (2) represents a space average measurement of the temperature. This
inverse formulation is important for modelling various practical applications related
to unknown potential and temperature. For instance, this formulation applies to
various fields of human activity, including medicine, seismology, desalination of
seawater, and the movement of liquids in porous media.

The theory of inverse problems in mathematical physics is widely applied to
solve practical issues across nearly all fields of science, particularly in physics,
economics, and ecology. Inverse problems for various types of partial differential
equations or systems have been studied in many papers [13], [30]. In particular,
the solvability of inverse problems in various formulations with different overdeter-
mination conditions for partial differential equations has been extensively studied
in papers [12], [14]. In [3, 24, 25], the authors studied the inverse problem of re-
covering a space-dependent coefficient of the MGT equation using knowledge of
the trace of the solution on an open subset of the boundary. They proved the
uniqueness of the coefficient and demonstrated Lipschitz stability using Carleman
estimates.

Now, we provide some notations that will be used repeatedly in the subsequent
sections. First, we define an operator A in L2(Ω) by

Au := −∆u, D(A) = H2(Ω) ∩H1
0 (Ω).

Since A is a symmetric uniformly elliptic operator, the spectrum of A is entirely
composed of eigenvalues and counting according to the multiplicities, we can set
0 < λ1 < λ2 ≤ . . . . By ek(x) ∈ H2(Ω) ∩ H1

0 (Ω) we denote the orthonormal
eigenfunction corresponding to λk : Aek = λkek.

Let γ be an arbitrary real number. We introduce the power of operator A acting
in L2(Ω) according to the rule (see, e.g., [28])

Aγg =

∞∑
n=1

λγ
ngnen,
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where gn is the Fourier coefficients of a function g ∈ L2(Ω) : gn = (g, en). The
domain of this operator has the form

D(Aγ) =

{
p ∈ L2(Ω) :

∞∑
k=1

λ2γ
k (p, ek)

2 < ∞

}
, Aγp =

∞∑
k=1

λγ
k(p, ek)ek

with the inner product (p, v)D(Aγ) = (Aγp,Aγv)L2(Ω) and, respectively, the norm

∥p∥2D(Aγ) =

∞∑
k=1

λ2γ
k (p, ek)

2.

We have D(Aγ) ⊂ H2γ(Ω) for γ > 0 and D(A
1
2 ) = H1

0 (Ω). Since D(Aγ) ⊂
L2(Ω), identifying the dual (L2(Ω))′ with itself, we have D(Aγ) ⊂ L2(Ω) ⊂
(D(Aγ))′ = D(A−γ). For f ∈ D(A−γ) and p ∈ D(Aγ), by −γ⟨f, p⟩γ we denote the

value which is obtained by operating f to p. Moreover, we denote D(A−γ) is a
Hilbert space with the norm:

∥p∥D(A−γ) =

( ∞∑
k=1

λ−2γ
k |−γ⟨p, ek⟩γ |

2

) 1
2

.

We further note that

−γ⟨f, p⟩γ = (f, p) if f ∈ L2(Ω) and p ∈ D(Aγ)

(see e.g., Chapter V in [9]).
Here we give some notations:

• F (t, ·) := g(t) ∗∆u(t, ·) ≡
t∫
0

g(t− s)∆u(s, ·)ds;

• (f, l) = (f, l)L2(Ω) =
∫
Ω
f(x)l(x)dx;

• For a given Banach space V on Ω, we use the notation C ([0, T ];V ) to
denote the following spaces:

C ([0, T ];V ) := {u : ∥u(·, t)∥V is continuous in t on [0, T ]} ;

• Norm of space C ([0, T ];V ): ∥u∥C([0,T ];V ) = max
0≤t≤T

∥u(t, ·)∥V ;

• XT
0 := C

(
[0, T ];D(A3/2)

)
;

• Y T
0 := XT

0 × C[0, T ];
• ∥(u, g)∥Y T

0
:= ∥u∥XT

0
+ ∥g∥C[0,T ] .

Definition. We call u a weak solution to (1), if Equation (1) holds in L2(Ω) and
u(·, t) ∈ H1

0 (Ω) for almost all t ∈ (0, T ) and u, ut, utt ∈ C([0, T ];D(A−γ)),

lim
t→0

∥u(t, ·)− u0∥D(A−γ) = lim
t→0

∥∂tu(t, ·)− u1∥D(A−γ)

= lim
t→0

∥∂ttu(t, ·)− u2∥D(A−γ) = 0, (3)
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with some γ > 0.

We make the following assumptions:

(K1) u0(x) ∈ D(A3/2), u1(x) ∈ D(A), u2(x) ∈ D(A1/2);

(K2) h(t) ∈ C4[0, T ], η(x) ∈ H2(Ω) ∩H1
0 (Ω).

We divide this paper into the following: In Section 2, we will show the existence
and uniqueness of a weak solution to a direct problem (1). Then we apply the
Banach fixed point method to prove the local existence and uniqueness in time of
the inverse problem (1)–(2), and in the fourth part we prove the global existence
in the time of the inverse problem (1)–(2).

2. Direct problem. In this section, we will study the direct problem (1). We
shall prove the existence and uniqueness of a weak solution to the problem. The
Fourier method and Lebesgue’s theorem are employed to examine the direct prob-
lem (1). It is worth noting that these methods are highly efficient and have been
widely applied by numerous researchers in their scientific studies (e.g., [7, 14, 15,
34].

Assume that problem (1) has a solution u(t, x) which is given by

u(t, x) =

∞∑
k=1

uk(t)ek(x), (4)

where

uk(t) =
(
u(t, ·), ek

)
L2(Ω)

.

Applying the method of separation of variables to determine the desired coeffi-
cients uk(t), k = 1, 2, ... of the function u(t, x) from (1), we obtain:

u′′′
k (t) + u′′

k(t) + λku
′
k(t) + λkuk(t)− Fk(t) = 0, (5)

uk(0) = u0k, u′
k(0) = u1k, u′′

k(0) = u2k, (6)

where

Fk(t) =
(
F (t, ·), ek

)
, uik =

(
ui, ek

)
, i = 0, 1, 2.

Solving problem (5), (6), it is easy to conclude that it is equivalent to the
following integral equations:

uk(t) =
1

λk + 1

[
λke

−t +
√
λk sin

(√
λkt
)
+ cos

(√
λkt
)]

u0k

+
1√
λk

sin
(√

λkt
)
u1k +Ψk(t)u2k −

∫ t

0

Fk(τ)Ψk(t− τ)dτ, (7)

where

Ψk(t) =
1

λk + 1

[
e−t +

1√
λk

sin
(√

λkt
)
− cos

(√
λkt
)]

.
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After substituting the expression of (7) into (4), we obtained of the solution to
problem (1) to be

u(t, x) =

∞∑
k=1

1

λk + 1

[
λke

−t +
√

λk sin
(√

λkt
)
+ cos

(√
λkt
)]

u0kek(x)

+

∞∑
k=1

[
1√
λk

sin
(√

λkt
)
u1k +Ψk(t)u2k −

∫ t

0

Fk(τ)Ψ(t− τ)dτ

]
ek(x). (8)

Let us prove the uniqueness of the solution of (1).

Theorem 1. The problem (1) cannot have more than one weak solution in
u(t, x) ∈ XT

0 .

Proof. Suppose that there exist two different weak solutions u(1)(t, x) ∈ XT
0 and

u(2)(t, x) ∈ XT
0 for the problem (1). Then the difference U = u(1) − u(2) solves Uttt + Utt +AUt +AU − g ∗AU = 0, (0, T )× Ω,

U(0, ·) = 0, Ut(0, ·) = 0, Utt(0, ·) = 0, Ω,
U = 0, [0, T ]× Γ.

(9)

Using (8), we can write the solution to (9) as

U(t, x) = −
t∫

0

τ∫
0

g(τ − s)

∞∑
k=1

λkUk(s)Ψk(t− τ)ek(x)dsdτ, (10)

where Uk(t) = u
(1)
k (t)− u

(2)
k (t) and by (7), we have

Uk(t) = λk

t∫
0

τ∫
0

g(τ − s)Uk(s)Ψk(t− τ)ds dτ, k = 1, 2, . . . .

This is a homogeneous second kind Volterra integral equation with respect to Uk(t),
and for each k ∈ N and t ∈ [0, T ], we have Uk(t) = 0 for g ∈ C[0, T ]. From (10),
we can conclude that U(t, x) = 0, for all t ∈ [0, T ]. The proof of the theorem is
complete. 2

In the next step, we shall prove the existence of a weak solution to a direct
problem.

Theorem 2. Let F = 0 and u0 ∈ D(A), u1 ∈ D(A), u2 ∈ D(A1/2). Then there
exist a unique solution u ∈ C([0, T ];D(A)) to (1). Moreover there exists a constant
C > 0 such that

∥Au(t, ·)∥2L2(Ω) + ∥Aut(t, ·)∥2L2(Ω) + ∥utt(t, ·)∥2L2(Ω)

≤ C
(
∥u0∥2D(A) + ∥u1∥2D(A) + ∥u2∥2D(A1/2)

)
. (11)
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Proof. We will show that (4) certainly gives the weak solution to (1). To do this,
we will check the conditions of the definition one by one. Therefore, we consider
the estimate

∥u(t, ·)∥2L2(Ω) ≤ 3

∞∑
k=1

1

(λk + 1)
2

[
λke

−t +
√
λk sin

(√
λkt
)
+ cos

(√
λkt
)]2

u2
0k

+3

∞∑
k=1

1

λk
sin2

(√
λkt
)
u2
1k + 3

∞∑
k=1

Ψ2
k(t)u

2
2k ≤ C1

∞∑
k=1

|u0k|2 + C1

∞∑
k=1

1

k2/n
|u1k|2

+C1

∞∑
k=1

1

k4/n
|u2k|2 ≤ C1

[
∥u0∥2D(A) + ∥u1∥2D(A) + ∥u2∥2D(A1/2)

]
. (12)

In relation to other variables involved in the equation, the following estimates
are appropriate

∥Au(t, ·)∥2L2(Ω) ≤ C2

( ∞∑
k=1

λ2
ku

2
0k +

∞∑
k=1

λku
2
1k +

∞∑
k=1

u2
2k

)

≤ C2

(
∥u0∥2D(A) + ∥u1∥2D(A) + ∥u2∥2D(A1/2)

)
, (13)

∥Aut(t, ·)∥2L2(Ω) ≤ C3

( ∞∑
k=1

λ2
ku

2
0k +

∞∑
k=1

λ2
ku

2
1k +

∞∑
k=1

λku
2
2k

)

≤ C3

[
∥u0∥2D(A) + ∥u1∥2D(A) + ∥u2∥2D(A1/2)

]
. (14)

Moreover, we have

∥utt(t, ·)∥2L2(Ω) ≤ C4

[
∥u0∥2D(A) + ∥u1∥2D(A) + ∥u2∥2D(A1/2)

]
. (15)

Hereinafter, Ci, i = 1, 2, 3, 4 and C = C2+C3+C4 are various positive constant
values depending on ui, i = 0, 1, 2. From (12)-(15), we get (11). By (1) we see that
uttt ∈ C

(
[0, T ];L2(Ω)

)
.

Now we check that the solution satisfies the initial conditions, that is

lim
t→0

∥∥∂i
tu(t, ·)− ui

∥∥
L2(Ω)

= 0, i = 0, 1, 2, n = 1, 2, 3. (16)

In fact,

∥u(t, ·)− u0∥2L2(Ω) =

∞∑
k=1

[
(u(t, x)− u0(x)) ek

]2

=

∞∑
k=1

[
λke

−t +
√
λk sin(

√
λkt) + cos(

√
λkt)− λk − 1

λk + 1
u0k

+
sin(

√
λkt)√
λk

u1k +Ψk(t)u2k

]2
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≤ 12

∞∑
k=1

u2
0k + 3

∞∑
k=1

1

λk
u2
1k + 9

∞∑
k=1

1

λ2
k

u2
2k < ∞, (17)

∥ut(t, ·)− u1∥2L2(Ω) =

∞∑
k=1

[
(ut(t, x)− u1(x), ek(x))

]2

=
∞∑
k=1

[
−λke

−t + λk cos(
√
λkt)−

√
λk sin(

√
λkt)

λk + 1
u0k

+
(
cos(

√
λkt)− 1

)
u1k +Ψ′

k(t)u2k

]2
≤ 3

∞∑
k=1

u2
0k + 3

∞∑
k=1

u2
1k + 3

∞∑
k=1

1

λk
u2
2k < ∞. (18)

In the same way

∥utt(t, ·)− u2∥2L2(Ω) ≤ 6

∞∑
k=1

λku
2
0k + 3

∞∑
k=1

λku
2
1k + 6

∞∑
k=1

1

λk
u2
2k < ∞, (19)

for t ∈ [0, T ]. According to theorem Lebesgue and relations (17)-(19), we will get
(16). The theorem is proved. 2

Theorem 3. Let u0 = u1 = u2 = 0 and F ∈ C([0, T ];D(A1/2)). Then there
exists a unique weak solution u ∈ C ([0, T ];D(A)) to (1). In particular, for any γ
satisfying γ > n

4 , we have u ∈ C ([0, T ];D (A−γ)) ,

lim
t→0

∥∥∂i
tu(t, ·)

∥∥
D(A−γ)

= 0, i = 0, 1, 2. (20)

and if n = 1, 2, 3, then

lim
t→0

∥∥∂i
tu(t, ·)

∥∥
L2(Ω)

= 0, i = 0, 1, 2.

Moreover there exist a constant C∗ > 0 such that

∥Au(t, ·)∥L2(Ω) + ∥Aut(t, ·)∥L2(Ω) + ∥utt(t, ·)∥L2(Ω) ≤ C∗∥F∥C([0,T ];D(A1/2)). (21)

Proof. Let us start with the estimate (21). Indeed, by virtue of the generalized
Minkowski inequality,

∥Au(t, ·)∥2L2(Ω) = ∥−∆u(t, ·)∥2L2(Ω)

≤
( t∫

0

( ∞∑
k=1

(λkFk(τ)Ψk(t− τ))2
)1/2

dτ
)2

≤
( t∫

0

( ∞∑
k=1

(Fk(τ))
2
)1/2

dτ
)2

≤ ∥F∥2C([0,T ];L2(Ω)) t
2, (22)
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∥Aut(t, ·)∥2L2(Ω) = ∥−∆ut(t, ·)∥2L2(Ω)

=

∞∑
k=1

λ2
k

( t∫
0

Fk(τ)Ψ
′
k(t− τ) dτ

)2
≤
( t∫

0

( ∞∑
k=1

(λ
1/2
k Fk(τ))

2
)1/2

dτ
)2

≤ ∥F∥2C([0,T ];D(A1/2)) t
2, (23)

∥utt(t, ·)∥2L2(Ω)=

∞∑
k=1

( t∫
0

Fk(τ)Ψ
′′
k(t−τ) dτ

)2
≤
( t∫

0

( ∞∑
k=1

(Fk(τ)Ψ
′′
k(t−τ))2

)1/2
dτ
)2

≤
( t∫

0

( ∞∑
k=1

(Fk(τ))
2
)1/2

dτ
)2

≤ ∥F∥2C([0,T ];L2(Ω)) t
2. (24)

Finally, we have to show (20). By (8), we have

∥utt(t, ·)∥2D(A−γ) =

∞∑
k=1

1

λ2γ
k

 t∫
0

Fk(τ)Ψ
′′
k(t− τ) dτ

2

≤ 2

∞∑
k=1

1

λ2γ
k

sup
0≤τ≤t

|Fk(τ)|2 t2 ≤ 2 ∥F∥2C([0,T ];L2(Ω)) t
2

∞∑
k=1

1

λ2γ
k

. (25)

Since λk ≥ C5k
2
n (see [15], p. 356), we have

1

λ2γ
k

≤ C ′
5

k
4γ
n

.

By γ > n
4 , we get 4γ

n > 1, and
∞∑
k=1

1
λ2γ
k

< ∞. The Lebesgue theorem implies

lim
t→0

∥utt(t, ·)∥D(A−γ) = 0. We can show lim
t→0

∥u(t, ·)∥D(A−γ) = 0 and

lim
t→0

∥ut(t, ·)∥D(A−γ) = 0 similarly to the above equality. The proof of Theorem 3 is

complete. 2

3. Solvability of the inverse problem. In this section, we consider the prob-
lem of simultaneously determining the unknown functions u(x, t) ∈ XT

0 , g(t) ∈
C[0, T ] from the integro-differential Equation (1) with initial-boundary condition,
and additional condition.

3.1. Equivalence of the inverse problem. Now, to study the problem (1),
(2). The following lemma is valid.
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Lemma 1. Let (K1), (K2) be held and that the following compatibility conditions
are fulfilled

(K3) :

∫
Ω

η(x)ui(x)dx− h(i)(0) = 0, h(i)(t) =
di

dti
h(t), i = 0, 1, 2.

Then the inverse problem (1)-(2) is equivalent to following problem: uttt + utt +Aut +Au− g ∗Au = 0, Ω× (0, T ),
u(0, x) = u0(x), ut(0, x) = u1(x), utt(0, x) = u2(x), Ω,
u = 0, [0, T ]× Γ,

(26)

and

h′′′(t) + h′′(t) + (Aut(t, ·), η) + (Au(t, ·), η) + (F (t, ·), η) = 0. (27)

Proof. Let {u(x, t), g(t)} be a solution of inverse problem (1), (2). The solution
{u(x, t), g(t)} is also a solution to the problem (26), (27). Because the problem
(26) is the same as (1). Therefore, we should show only (27). Multiplying both
sides of Equation (1) by a function η(x) and integrating over Ω with respect to x
gives

d3

dt3

∫
Ω

η(x)u(t, x)dx+
d2

dt2

∫
Ω

η(x)u(t, x)dx+
d

dt

∫
Ω

η(x)Au(t, x)dx

+

∫
Ω

η(x)Au(t, x)dx+

∫
Ω

η(x)F (t, x)dx = 0, (28)

for all t ∈ [0, T ]. Taking into account the condition h(t) ∈ C4[0, T ] and additional
condition (2), we have

d3

dt3

∫
Ω

η(x)u(t, x)dx = h′′′(t),
d2

dt2

∫
Ω

η(x)u(t, x)dx = h′′(t), t ∈ [0, T ]. (29)

Hence, from (28), taking into account (2) and (29), we arrive at (27).

Now, suppose that {u(t, x), g(t)} is a solution to the problem (26), (27). In order
to prove that {u(t, x), g(t)} is also a solution of the problem (1)-(2), it suffices to
prove that {u(t, x), g(t)} satisfies (2). From (27) and (28), we obtained following
Cauchy problem {

y′′′(t) + y′′(t) = 0, (0, T ),
y(i)(0) = 0, i = 0, 1, 2,

(30)

where y(t) =
∫
Ω
η(x)u(t, x)dx− h(t).

The problem (30) has only a trivial solution. Then, y(t) ≡ 0, 0 ≤ t ≤ T i.e.,
the condition (2) is satisfied. The proof is complete. 2
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3.2. Investigation of the inverse problem. This section is devoted to the local
solvability of problems (19) and (20), which is equivalent to the inverse problem
(1) and (2).

Let

(K4) M =
∞∑
k=1

λkηku0k ̸= 0, and m = 1
|M | > 0, for all t ∈ [0, T ].

Now, we differentiate equality (27) with respect to t and using equality (8),
after simple converting, we obtain the following integral equation for determining
g(t)

g(t) = Φ(t) +

∫ t

0

g(t− τ)G1(τ)dτ +

∫ t

0

∫ τ

0

g(τ − s)G2([u], ·)dsdτ

+

∫ t

0

∫ τ

0

∫ s

0

g(t− τ)g(s− σ)G3([u], ·)dσdsdτ. (31)

where

Φ(t) =
1

M

[
d4

dt4
h(t) +

d3

dt3
h(t)−

∞∑
k=1

λ
3/2
k ηku0k sin

(√
λkt
)]

− 1

M

[ ∞∑
k=1

λkηku1k

[√
λk sin

(√
λkt
)
− cos

(√
λkt
)]

+

∞∑
k=1

λkηku2k cos
(√

λkt
)]

,

G1(t) =
1

M

∞∑
k=1

λk

λk + 1
ηku0k

[
λke

−t − λk cos
(√

λkt
)
+
√

λk sin
(√

λkt
)]

− 1

M

∞∑
k=1

λkηku1k cos
(√

λkt
)

+
1

M

∞∑
k=1

λk

λk + 1
ηku2k

[
−e−t + cos

(√
λkt
)
+
√

λk sin
(√

λkt
)]

,

G2([u], ·) =
1

M

∞∑
k=1

λ2
kηkuk cos

(√
λkt
)
,

G3([u], ·) =
1

M

∞∑
k=1

λ2
k

λk + 1
ηkuk

[
−e−t + cos

(√
λkt
)
+
√
λk sin

(√
λkt
)]

.

We are now in a position to prove the local existence of a solution to our inverse
problem, which proceeds by a fixed point argument. We define the function set.

Br,T =

{
(u, g) ∈ Y T

0 : u(0, x) = u0(x), ut(0, x) = u1(x), utt(0, x) = u2(x), x ∈ Ω,

u |Γ= 0, t ∈ [0, T ], ∥u∥XT
0
+ ∥g∥C[0,T ] ≤ r

}
,
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where r is a large constant depending on the initial and measurement data u1, u2,
h. Hereinafter, we use C to denote a constant which depends on the initial data
ui, i = 0, 1, 2, the known function η and measurement data h, but independent of
r and T . We consider uttt + utt +Aut +Au+ F = 0, Ω× (0, T ),

u(0, ·) = u0, ut(0, ·) = u1, utt(0, ·) = u2, Ω,
u = 0, Γ× [0, T ],

(32)

and

g(t) = Φ(t) +

∫ t

0

g(t− τ)G1(τ)dτ +

∫ t

0

∫ τ

0

g(τ − s)G2([u], ·)dsdτ

+

∫ t

0

∫ τ

0

∫ s

0

g(t− τ)g(s− σ)G3([u], ·)dσdsdτ, (33)

where (u, g) ∈ Br,T , and F (x, t) = −g ∗Au.
The unique solution u(t, x) ∈ XT

0 of the problem (32), given by (8) satisfies

∥u∥XT
0
≤ C

[
∥u0∥D(A3/2) + ∥u1∥D(A) + ∥u2∥D(A1/2) + T

∥∥F∥∥
C([0,T ];D(A1/2))

]
.

(34)
We get the estimate for the function F (t, x) in the following form

∥∥F∥∥2
C([0,T ];D(A1/2))) = max

t∈[0,T ]

∣∣∣∣∣
∞∑
k=1

(
λ
1/2
k F (t, ·), ek

)2∣∣∣∣∣ ≤ λ−2
1 T 2 ∥g∥2C[0,T ] ∥u∥

2
XT

0
.

(35)
Using this result, we have F (t, x) ∈ C

(
[0, T ];D(A1/2)

)
. By Theorem 2, that there

exists the unique solution u(t, x) ∈ XT
0 of problem (32). Then (33) defines the

unknown function in terms of u(t, x). By (33) we obtained

∥g∥C[0,T ] ≤ m ∥h∥C4[0,T ]

+m
[
2 ∥η∥D(A1/2) ∥u0∥D(A3/2) + ∥η∥D(A) ∥u1∥D(A) + ∥η∥D(A) ∥u2∥D(A1/2)

]
+m∥g∥C[0,T ]T

[
∥η∥L2(Ω) ∥u0∥D(A)+∥η∥D(A1/2) ∥u1∥D(A1/2)+∥η∥D(A1/2) ∥u2∥L2(Ω)

]
+m

[
∥g∥C[0,T ] ∥u∥XT

0
∥η∥D(A) T

2 + ∥g∥2C[0,T ] ∥u∥XT
0
∥η∥D(A1/2) T

3
]
. (36)

This implies that g ∈ C[0, T ]. Thus, the mapping

S : Br,T → Y T
0 , (u, g) → (u, g) , (37)

given by (32) and (33), well defined.
Now we show that S maps Br,T into itself for sufficiently small T > 0. We have

the following result.

Lemma 2. Let (K1)-(K4) be held. Then there exist a sufficiently small τ and a
suitable large r such that S is a contraction map on Br,T for all T ∈ (0, τ ], where
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τ and r are depending on the known functions ui, i = 0, 1, 2, and the measurement
data h.

Proof. First, we prove S(Br,T ) ⊂ Br,T for sufficiently small T and suitable large
r. To simplify the calculations, we restrict T ∈ (0, 1]. By (34), we obtain

∥u∥XT
0
≤ C + Cr2T 2. (38)

On the other hand, we have

∥g∥C[0,T ] ≤ C + CrT + CrT 2 ∥u∥XT
0
+ Cr2T 3 ∥u∥XT

0
. (39)

Then, adding up (38)–(39) leads to

∥(u, g)∥Y T
0

≤

≤ 2C + CrT
[
1 + rT + CT + CrT 2 + Cr2T 3 + Cr3T 4

]
= 2C + Cζ(r, T ), (40)

and therefore satisfies lim
T→+0

ζ(r, T ) = 0. We first fix r such that r = 2C. Then we

can choose sufficiently small τ1 > 0 such that

∥(u, g)∥Y T
0

≤ r, (41)

for all T ∈ (0, τ1], that is, S maps Br,T into itself for each fixed T ∈ (0, τ1].
Next, we estimate the increment of the mapping S. Let (u, g) = S(u, g) and

(v, q) = S(v, q). Then we obtain that (u− v, g − q) satisfies that L0(u− v) + L0(u− v)t − g ∗Au+ q ∗Av = 0, Ω× (0, T ),
(u− v)(·, 0) = 0, (u− v)t(·, 0) = 0, (u− v)tt(·, 0) = 0, Ω,
u− v = 0, Γ× (0, T ),

(42)

and

(g − q)(t) =

∫ t

0

∫ τ

0

[
g(τ − s)G2([u], ·)− q(τ − s)G2([v], ·)

]
dsdτ

+

∫ t

0

∫ τ

0

∫ s

0

[
g(t− τ)g(s− σ)G3([u], ·)− q(t− τ)q(s− σ)G3([v], ·)

]
dσdsdτ. (43)

where L0 is the wave operator given by

L0 := ∂2
t +A.

Then together with (34) and (35), we furthermore have

∥u− v∥XT
0
≤ CrT 2

[
∥u− v∥XT

0
+ ∥g − q∥C[0,T ]

]
. (44)

Further, using (43), and (44), we get

∥g − q∥C[0,T ] ≤ CrT 2(1 + r)(1 + Cr)

[
∥u− v∥XT

0
+ ∥g − q∥C[0,T ]

]
. (45)
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Therefore, from (44) and (45), we deduce that

∥(u− v, g − q)∥Y T
0

≤ CrT 2
(
(1 + r)(1 + Cr) + 1

)
∥(u− v, g − q)∥Y T

0
. (46)

Because of lim
T→+0

CrT 2
(
(1 + r)(1 + Cr) + 1

)
= 0, we can obtain (41), if we choose

τ2 sufficiently small, such that

CrT 2
(
(1 + r)(1 + Cr) + 1

)
≤ 1

2
,

for all T ∈ (0, τ2] to obtain

∥S(u, g)− S(v, q)∥Y T
0

≤ 1

2
∥u− v, g − q∥Y T

0
. (47)

Estimates (41) and (47) show that S is a contraction map on Br,T for all
T ∈ (0, τ ], if we choose τ ≤ min{τ1, τ2}. The proof is complete. 2

The main result of this paper is the following local existence and uniqueness
result for an inverse problem.

Theorem 4. Let the assumptions (K1)-(K4) hold. Then, the inverse problem has
a unique solution (u, g) ∈ Y τ

0 for sufficiently small τ > 0.

Proof. Lemma 2 shows that there exists a sufficiently small τ > 0, such that S is
a contraction mapping on Br,T . Hence, the Banach fixed point theorem guarantees
the existence of a unique solution (u, g) ∈ Y τ

0 to the system (26)-(27), for suffi-
ciently small τ. As a consequence, the problem constituted by (1), (2) also admits
a unique solution (u, g) in [0, τ ] by Lemma 1. The proof is complete. 2

4. Main results. In this section, we give proof of the global time existence of
solutions to our inverse problem.

Theorem 5. Under hypotheses (K1)-(K4), there exists a solution (u, g) ∈ Y T
0 of

the inverse problem (1)-(2) for any T > 0.

Proof. For S is contraction map on Br,T for all T ∈ (0,min{τ1, τ2}], the Banach
fixed point theorem concludes that there exists solution (u, q) ∈ XT

0 × C[0, T ] of
the inverse problem (26), (27).

Now, we show that we could extend the solution (u, g) ∈ Y T
0 to a larger interval

[τ, 2τ ]. To do this, we consider wttt + wtt +Awt +Aw +W = 0, Ω× (τ, T ),
w(τ, ·) = u(τ, ·), wt(τ, ·) = ut(τ, ·), wtt(τ, ·) = utt(τ, ·), Ω,
w = 0, Γ× (τ, T ),

(48)

and

q(t) = Φ(t) +

∫ t

τ

q(t− s)G1(s)ds+

∫ t

τ

∫ s

τ

g(s− σ)G2([w], ·)dσds
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+

∫ t

τ

∫ s

τ

∫ σ

τ

q(t− s)q(σ − θ)G3([w], ·)dθdσds, t ∈ [τ, T ], (49)

where, W (t, x) = −q ∗ Aw. If we prove that there exists a solution (w, q) ∈ Y T
τ

with some T ≤ 2τ, then the function

(ũ, g̃) =

{
(u, g), t ∈ [0, τ ],
(w, q), t ∈ [τ, 2τ ],

(50)

is a solution of the problem (32) and (33) on the interval [0, 2τ ]. We prove the
existence of (w, q) by to fixed point argument. Define an operator

Z : B̃ρ,T → Y T
τ , (w, q) → (w, q), (51)

with (w, q) ∈ B̃ρ,T , where

B̃ρ,T =

{
(w, q) ∈ Y T

τ : w(τ, x) = u(τ, x), wt(τ, x) = ut(τ, x),

wtt(τ, x) = utt(τ, x), x ∈ Ω, w |Γ= 0, t ∈ (τ, T ), ∥w∥XT
τ
+ ∥g∥C[τ,T ] ≤ ρ

}
.

For given (w, q) ∈ B̃ρ,T , w(t, x) is the solution to the problem wttt + wtt +Awt +Aw +W = 0, Ω× (τ, T ),
w(τ, ·) = u(τ, ·), wt(τ, ·) = ut(τ, ·), wtt(τ, ·) = utt(τ, ·), Ω,
w = 0, Γ× (τ, T ),

(52)

where W = −q ∗Aw.
Furthermore, q is solution of (49) in terms of w. Additionally, we have

W (t, x) ∈ C
(
[τ, T ];D(A1/2)

)
, (i)

u(τ, ·) ∈ D(A3/2), (ii)
ut(τ, ·) ∈ D(A), (iii)
utt(τ, ·) ∈ D(A1/2). (iiii)

By (35) the property (i) holds. According to Theorem 2 the functions u(τ, ·)
the same as (8) at t ∈ {τ, T}, then we can conclude that u(τ, ·) ∈ D(A3/2). Let us
show the property (iii) and (iiii) claim. Taking into account (8), we get

∥ut(τ, ·)∥2D(A) =

∞∑
k=1

λ2
k (u

′
k(τ))

2

=

∞∑
k=1

λ2
k

[
1

λk + 1

(
−λke

−τ + λk cos
(√

λkτ
)
−
√

λk sin
(√

λkτ
))

u0k

+cos
(√

λkτ
)
u1k +Ψ′

k(τ)u2k −
∫ τ

0

Fk(s)Ψ
′(τ − s)ds

]2
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≤ δ1

[
∥u0∥2D(A3/2) + ∥u1∥2D(A) + ∥u2∥2D(A1/2) + τ2∥F∥2D(A1/2)

]
.

As a result of simple mathematical calculations, we obtained

∥utt(τ, ·)∥2D(A1/2) =

∞∑
k=1

λk (u
′′
k(τ))

2

=

∞∑
k=1

λk

[
λk

λk + 1

(
e−τ −

√
λk sin

(√
λkτ

)
− cos

(√
λkτ

))
u0k

− sin
(√

λkτ
)
u1k +Ψ′′

k(τ)u2k −
∫ τ

0

Fk(s)Ψ
′′(τ − s)ds

]2

≤ δ2

[
∥u0∥2D(A3/2) + ∥u1∥2D(A) + ∥u2∥2D(A1/2) + τ2∥F∥2D(A1/2)

]
,

where δ1, δ2 are arbitrary real constants. Similarly, from (34) we have

∥w∥XT
τ
≤ C∗ ∥u (τ, ·)∥D(A3/2) +

+C∗
[
∥ut (τ, ·)∥D(A) + ∥utt (τ, ·)∥D(A1/2) + (T − τ)

∥∥F∥∥
C([τ,T ];D(A1/2))

]
. (53)

According to (49) via (K1)-(K4), we have the following estimates

∥q∥C[τ,T ] ≤ m
[
∥h∥C4[τ,T ] + ∥η∥L2(Ω) ∥u(τ, ·)∥D(A3/2)

]
+m

[
∥η∥D(A1/2) ∥ut(τ, ·)∥D(A) + ∥η∥D(A1/2) ∥utt(τ, ·)∥D(A1/2)

]

+mρ (T − τ)
[
∥η∥L2(Ω) ∥u(τ, ·)∥D(A3/2) + ∥η∥D(A1/2) ∥ut(τ, ·)∥D(A)

+ ∥η∥D(A) ∥utt(τ, ·)∥D(A1/2)

]
+m

[
ρ ∥w∥XT

τ
∥η∥L2(Ω) (T − τ)

2
+ ρ2 ∥w∥XT

τ
∥η∥L2(Ω) (T − τ)

3
]
, (54)

where, C∗ is a constant depending on the data u(τ, ·), ut(τ, ·), utt(τ, ·), h, and η.
Hence, by (53) and (54), we obtain

∥q∥C[τ,T ] ≤ C∗+C∗ρ (T − τ)+C∗ρ (T − τ)
2 ∥w∥XT

τ
+C∗ρ2 (T − τ)

3 ∥w∥XT
τ
. (55)

We set T − τ ≤ τ. From (53) and (55), we deduce that

∥Z(w, q)∥Y T
τ

≤ C∗ + C∗ρ (T − τ) + C∗2ρ (T − τ)
2
+ C∗2ρ2 (T − τ)

3

+C∗2ρ3 (T − τ)
4
+ C∗2ρ4 (T − τ)

5
= C∗ + C∗ζ(ρ, T − τ), (56)
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and by a mathematical calculation to (46), we get

∥Z (w1, q1)− Z (w2, q2)∥Y T
τ

≤ C∗ρ (T − τ)
2 (

(1 + ρ)(1 + C∗ρ) + 1
)
∥(w1 − w2, q1 − q2)∥Y T

τ
. (57)

If we choose ρ > C∗ larger, then we could get larger T − τ ta satisfy

C∗ + C∗ζ(ρ, T − τ) ≤ ρ. (58)

We can choose T − τ ≤ τ to satisfy (57), which yields Z
(
B̃ρ,T

)
⊂ B̃ρ,T and

∥Z (w1, q1)− Z (w2, q2)∥Y T
τ

≤ 1

2
∥(w1 − w2, q1 − q2)∥Y T

τ
. (59)

for T = 2τ. Hence we prove that Z is contraction operator on B̃ρ,T for T = 2τ.

Repeating the extension process limited times, we could obtain a solution
(u, g) ∈ XT

0 × C[0, T ] of the inverse problem (26) and (27) for any T . Lemma
2 shows that the inverse problem (26) and (27) is equivalent to our inverse prob-
lem. Consequently, the inverse problem (1), (2) also admits a unique solution (u, g)
in the space XT

0 ×C[0, T ] for any T. This completes the proof of the theorem. 2

Conclusion. In this paper we have studied the initial boundary (well-posed)
problem and the inverse problem for an N−dimensional MGT integral-differential
equation. First, assuming the existence of a solution to the well-posed problem,
proved its uniqueness, then proved the solution’s existence and obtained an a priori
estimate for the solution. Then an equivalent lemma to the inverse problem was
obtained, which was used to prove the global existence of the solution to the inverse
problem.

Apparently, all the results of this article are correct in the case when the oper-
ator ∆ in (1) is replaced by the more general operator A, where A is a self-adjoint

differential operator, defined in the domain Ω, given by A =
n∑

i,j=1

∂
∂xi

[
aij(x)

∂
∂xj

]
−

c(x), such that aij(x) = aji(x),
n∑

i,j=1

aij(x)ξiξj ≥ α
n∑

i=1

ξ2i , α = const > 0. In addi-

tion, it is assumed aij(x), c(x) satisfy some conditions of smoothness and c(x) ≥ 0
in Ω.

But, there are some open problems, i.e., when A is a generator or fractional
Riesz operator case the problem (1) is still not solved. Our future research will
focus on investigating such problems.
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