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Abstract. The paper examines aspects of developing and formalizing the 
task of applying computer vision methods and algorithms using OpenCV 
(implemented in Python version 3.13 notation) for automatic detection and 
classification of objects in decision support systems. A software 
implementation of a modular example is provided, enabling automatic 
detection and classification for the detection of plant diseases based on their 
external characteristics in decision support systems in agriculture. This 
approach will facilitate prompt response to plant diseases and the 
implementation of necessary measures for their treatment. 

1 Introduction 
Scientific and technological progress, as a key aspect of the fourth industrial revolution, sets 
the direction for the internal policy of implementing information and communication 
technologies into the activities of key sectors of the state as fundamental foundations for 
sustainable development [1-4]. The widespread digitization of processes is accompanied by 
an exponential increase in data volumes, making the question of processing and analytics 
relevant. Quality characteristics of input data (completeness and volume, accuracy, validity, 
relevance, timeliness, variability, and verifiability) can ensure the correctness of conclusions 
and decisions for effective decision support system functioning. In this context, data 
processing and analysis technologies become an integral part of the digitization process, 
providing opportunities for automation and optimization of decision-making processes, 
creating a need for the use of specialized methods and algorithms for their analysis. The task 
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of automatic object detection and classification becomes crucial in solving applied problems 
where visual data analysis is required to make informed actions based on analysis. In the 
modern world, such systems are increasingly in demand due to their ability to process and 
analyze large volumes of data and assist in making informed decisions in various fields of 
activity. In industry, these systems are used for quality control of production, defect detection 
on material surfaces, equipment monitoring, and preventing emergencies. In the field of 
transportation and logistics, systems are applied for managing transportation flows, 
optimizing delivery routes, automatic license plate recognition, and managing warehouse 
inventory. In the security sphere, automatic detection and classification systems are used for 
face recognition, access control, video surveillance analysis, anomaly detection, and early 
warning of possible threats, etc. However, in some cases, problems arise when applying 
methods and algorithms for automatic object detection and classification in decision support 
systems. One of the key problems is the selection and application of patterns, algorithms, and 
methods for processing visual information that do not take into account operating conditions 
and properties of the decision support system. In this context, the Python programming 
language and the OpenCV computer vision library are powerful tools for solving the 
aforementioned problems. Python is one of the most popular and flexible programming 
languages, which has a vast ecosystem of libraries and tools for data processing, including 
visual information. The OpenCV library, in turn, provides a wide range of computer vision 
functions and algorithms, allowing for solving various tasks related to visual information 
processing. Choosing Python and OpenCV for solving the task of automatic object detection 
and classification is justified by their wide functionality, ease of use, high efficiency, and the 
possibility of integration with existing patterns. They enable rapid prototyping and 
experimentation and efficiently address complex visual data analysis and processing tasks 
[5-8]. 

2  Materials and methods 

2.1  Methods and algorithms for automatic detection and classification of 
objects in medium decision support 

Decision support systems use various methods and algorithms for automatic detection and 
classification of objects to analyze visual data and make decisions. The most common 
approaches include machine learning, deep learning, and computer vision [9-10].  

2.2 Machine learning 

Machine learning is a branch of artificial intelligence that studies the use of algorithms and 
methods (based on mathematical models of data) to train systems without direct instructions. 
In machine learning, patterns are identified using algorithms and methods, based on which a 
data model is created for prediction. 

Support Vector Machine (SVM) is a machine learning algorithm that is used for 
classification and regression problems. In the context of automatic object detection and 
classification in decision support systems, SVM is used to classify objects into different 
classes based on their features. The main idea is to search for a hyperplane that maximally 
separates objects of different classes in the feature space. To do this, SVM constructs an 
optimal separating hyperplane in such a way that the distance from it to the nearest objects 
of each class, called the gap, is maximum. This approach allows SVM to build a linear or 
nonlinear classifier that can generalize well from data and detect complex patterns. The 
advantages of the method include efficiency in high-dimensional spaces, the ability to 
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process data with different types of features, as well as generalization ability, which allows 
you to avoid overfitting on training data [11-12]. 

Ensemble learning methods combine the predictions of individual models to produce 
more accurate and robust results than individual models could achieve on their own. In the 
context of automatic object detection and classification in decision support systems, 
ensemble learning methods can be applied to improve classification accuracy and reliability. 
The main methods of ensemble learning include random forest (the method builds several 
decision trees during training and uses them to predict the class of an object by voting or 
averaging the predictions of individual trees), gradient boosting (step-by-step construction of 
an ensemble of models, each of which compensates for the errors of the previous one, model 
predictions are combined to produce the final prediction), the bagging method creates several 
subsamples from the training dataset using the bootstrap method and trains a separate model 
on each subsample, and the predictions of all models are averaged to obtain the final result. 
Ensemble learning methods are suitable for processing complex data with a large number of 
features and nonlinear dependencies [13-14]. 

2.3 Deep learning 

Deep learning is a branch of machine learning that uses neural networks with multiple layers 
to extract high-level features from input data. Unlike classical machine learning algorithms, 
which require manual feature generation, deep learning allows the model to extract 
hierarchical features automatically at different levels of abstraction. The main feature is the 
use of deep neural networks, such as deep convolutional neural networks (CNN), recurrent 
neural networks (RNN) and their various combinations, capable of learning from large 
amounts of data and automatically identifying complex patterns and patterns, which allows 
them to solve detection problems and classification of objects [15-16]. 

Convolutional neural networks (ConvNet/CNN) are a class of deep neural networks that 
specialize in processing and analyzing visual data. CNNs are based on the principle of 
convolution, which allows automatic extraction of hierarchical features from input data with 
minimal preprocessing. CNNs consist of the following layers: Convolutional layers are used 
to process input images: the image is scanned using filters (kernels) to extract key features. 
Subsampling layers reduce the size of the image while preserving key features, which reduces 
the number of model parameters and improves its generalization ability. The subsampling 
results are fed to fully connected layers, which perform object classification based on the 
extracted features. These layers are used to combine information from all previous layers and 
make a final decision about the class of the object. Advantages of CNNs include automatic 
feature extraction from input data without the need for manual definition, hierarchical 
processing that allows CNNs to adapt to complex and diverse object structures, high accuracy 
in object classification, and applicability to various visual data types [17-18]. 

2.4 Computer vision 

Computer vision is a branch of artificial intelligence that develops algorithms for analyzing, 
modifying and processing visual data. The main goal of computer vision in such systems is 
to provide automatic detection, recognition and classification of objects in order to provide 
information for decision making. The main computer vision methods include feature and 
edge-based object detectors, gradient descriptors, clustering algorithms, and Haar cascades 
[19-21].  

 Feature-based object detectors are a computer vision method that detects objects in 
images by analyzing their characteristic features. Instead of using patterns and trained 
models, the method focuses on identifying unique visual characteristics.  
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Edge-based detectors rely on identifying sharp changes in brightness or color that 
correspond to transitions between different regions of objects in an image.  

Gradient descriptors analyze local regions of an image and describe them using luminance 
gradients. Gradient descriptors are used to describe the textural characteristics of objects in 
images, which allows objects to be classified based on their texture.  

Clustering algorithms are used to group similar objects in an image into different classes 
or clusters. Clustering algorithms can help separate objects into groups based on their 
similarities, making subsequent classification easier. 

Haar cascades use sets of features (cascades) to find objects in images using a cascade 
approach, allowing you to quickly weed out inappropriate areas of the image and focus on 
areas where the object is likely to be present. 

3 Results and discussion 

3.1 Statement and formalization of the problem 

The task of applying computer vision methods and algorithms for automatic detection and 
classification of objects in an abstract decision support system has the following structure: 

1. Determining system requirements: determining the types of objects to be detected 
and classified, setting criteria for the accuracy and speed of detection and 
classification. 

2. Selection of the most suitable computer vision methods and algorithms, taking into 
account system requirements and selection of machine and deep learning patterns 
for integration.  

3. Data preparation: collection and preparation of a training data set, including images 
of objects and their classification labels, dividing the data into training and test 
samples. 

4. Model training: implementation of selected algorithms and methods using the 
Python programming language and the OpenCV library, training the model on a 
training data set for the purpose of detecting and classifying objects. 

5. Model evaluation: assessment of the quality of the trained model on a test sample, 
iterative improvement of the model by changing the parameters and architecture of 
the algorithms. 

6. Integration with a decision-making system: development of an interface or API for 
integrating the developed model with a decision support system, integration of the 
model into the decision-making process for automatic analysis of visual data and 
issuing recommendations. 

7. Testing and optimization: testing the integrated system on various input data and 
use scenarios. 

8. Optimization of system operation in order to increase the speed and accuracy of 
detection and classification. 

9. Ensuring reliability and security: developing mechanisms for error handling and 
failure recovery, ensuring data protection and privacy when working with visual 
information. 

3.2 Modular example and software implementation 

A modular example is automatic detection and classification for detecting plant diseases 
based on their external signs in a decision support system. As a result, the system must 
effectively and accurately detect both plants and diseases on them, with high accuracy, in 
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order to ensure a prompt response to diseases and the adoption of the necessary measures for 
their treatment. 
 Example code implementation: 
 1. Loading and Preprocessing Images: The load_images function loads images from the 
directory and resizes them to 224x224 pixels. 
 

 
Fig. 1. Loading and Preprocessing Images. 

 2. Data preparation: The prepre_data() function collects data from two catalogs (healthy and 
diseased plants), creates a common set of data and labels, and then splits it into training and test sets. 
 

 
Fig. 2. Data preparation. 

 3. Model creation and training: The train_model function creates and compiles a convolutional 
neural network (CNN) model and then trains it on the training dataset. 
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Fig. 3. Model creation and training. 

 4. The make_recommendation() function takes the probability of detecting a disease on a plant 
and outputs the appropriate recommendation. 
 

 
Fig. 4. Model creation and training. 

 5. Model quality evaluation and recommendations: The evaluate_model() function evaluates the 
quality of the model on the test set, and also makes recommendations based on the predicted 
probabilities of detecting a disease. 
 

 
Fig. 5. Model quality evaluation and recommendations. 

 6. Running. The main function main() performs the above steps: preparing data, training the model 
and assessing the quality of the model with subsequent output of recommendations. 
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Fig. 6. Running. 

4 Conclusion 
Digital image processing is becoming increasingly important in agriculture, making it 
possible to effectively detect plant diseases, monitor their condition and take appropriate 
action. The use of computer vision methods, such as convolutional neural networks, 
significantly improves diagnostic and monitoring processes in the agricultural sector. 
Automatic detection and classification of objects allows you to quickly respond to possible 
problems, minimize damage from plant diseases and increase production levels. However, it 
must be taken into account that the accuracy and efficiency of the algorithms depend on the 
quality of the input data, the training sample and the correct choice of model. It is important 
to continue research in this area to further improve computer vision methods and their 
successful integration into agricultural practice. 
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